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The origin of Ultra-High-Energy Cosmic Rays (UHECRs) is one of the biggest mysteries in
modern astrophysics. Since UHECRs are deflected by Galactic and extragalactic magnetic fields,
their arrival directions do not point to their sources. Previous analyses conducted on the arrival
directions of high-energy events (𝐸 ≥ 32 EeV) recorded by the Surface Detector of the Pierre
Auger Observatory have not shown significant anisotropies. The largest excess found in the first
19 years of data - at the 4.0𝜎 level - is in the region around Centaurus A, and it is also the driving
force of a correlation of UHECR arrival directions with a catalog of Starburst Galaxies, which
is at the 3.8𝜎 level. Since UHECRs are mostly nuclei, the lightest ones (least charged) are also
the least deflected. While the mass of the events can be estimated better using the Fluorescence
Detector of the Pierre Auger Observatory, the Surface Detector provides the necessary statistics
needed for astrophysical studies. The introduction of novel mass-estimation techniques, such as
machine learning models and an algorithm based on air-shower universality, will help identify
high-rigidity events in the Surface Detector data of the Pierre Auger Observatory. With this work,
we present how event-per-event mass estimators can help enhance the sensitivity in the search for
anisotropies in the arrival directions of UHECRs at small and intermediate angular scales using
simulations.
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1. Introduction

Ultra-High-Energy Cosmic Rays (UHECRs) with energies beyond 1 EeV are the highest energy
particles observed by humankind. While being studied for over a century, the origin of UHECRs
is still unknown [1]. Significant findings have been made studying the arrival directions of the
high-quality data of the Pierre Auger Observatory [2], the largest cosmic-ray observatory in the
world, located in the southern hemisphere in Malargüe, Argentina. Two independent detectors
operate at the observatory: the Fluorescence Detector (FD) and the Surface Detector (SD) [3, 4].
The FD detects UHECR showers collecting the fluorescence light emitted in the atmosphere. As it
can operate only on moonless nights with a clear atmosphere, its duty cycle is ∼ 15% of the time.
The SD records the UHECR air-shower particle footprints using an array of 1600 water-Cherenkov
detectors at the ground, placed in a triangular grid with 1500 m spacing for its main array. In
contrast to the FD, the SD duty cycle is ≃ 100%.

Arrival-direction analyses on a large angular scale have shown the presence of a dipolar
modulation of the UHECRs with energy larger than 8 EeV with a significance of 6.8𝜎 [5]. Analyses
on small and intermediate angular scales using high-energy cosmic rays (≥ 32 EeV) have yielded
non-significant results [6, 7]. Nevertheless, searches for a signal around the position of Centaurus A
have shown the presence of an excess with post-trial 𝑝-value of 3.0 × 10−5 (4.0𝜎 one-sided).
Additionally, a hint of correlation (post-trial 𝑝-value of 6.6 × 10−5, equal to 3.8𝜎 one-sided) with
a catalog of Starburst Galaxies (SBGs) has been observed with a likelihood analysis. However, the
correlation of UHECR arrival directions with the positions of SBGs is driven by the local excess
in the Centaurus A region. Other analyses have shown no indications of anisotropy in the data; for
example, an autocorrelation analysis has resulted in a post-trial 𝑝-value of 0.24.

As the magnetic deflection of cosmic rays scales with the inverse rigidity 𝑅 (i.e. the ratio of
the energy of the cosmic ray and its charge), we expect high-rigidity events to be less deflected
and thus more spatially correlated with their sources. Identifying and selecting the high-rigidity
events in the dataset could, therefore, help to amplify arrival direction information in the data, at
the price of reducing the statistics. As arrival direction studies require the largest possible statistics,
the advent of mass estimators able to reconstruct mass-dependent information with the SD of the
Pierre Auger Observatory (e.g. [8–11]) will be crucial to possibly enhance the arrival-direction
information. In this proceeding, we review the SD-based mass estimators that are currently being
used and developed by the Pierre Auger Collaboration. We present analyses based on air-shower
simulations to demonstrate how mass estimators can be utilized in the autocorrelation analyses and
in the targeted search for a signal around Centaurus A.

2. Mass estimators

Extensive air showers from UHECRs exhibit several mass-dependent observables. The slanted
atmospheric depth 𝑋max of the maximum particle content of the shower is one of them. The depth
𝑋max is dependent on the logarithmic energy per nucleus lg(𝐸0/𝐴), with 𝐸0 being the energy of
the primary UHECR generating the shower, and 𝐴 being the atomic mass number. Thus, at the
same energy, a light (heavy) nucleus induces a cascade that reaches its maximum later (earlier) in
the atmosphere, producing a deeper (shallower) 𝑋max. The depth of the maximum shower can be
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Figure 1: Local Li-Ma significance map within a top-hat window of 𝜓 = 27◦ for cosmic rays at 𝐸 > 38 EeV
[6, 7].

estimated from the time-dependent signal traces in the water-Cherenkov detectors. This connection
was already used to obtain mass-composition information with the surface detector of the Pierre
Auger Observatory [12], but is now being refined using more precise mass estimators for arrival
direction studies. Another promising mass-dependent observable is the relative number of muons
in a shower, 𝑅μ. The number of muons produced per nucleon is dependent both on the energy and
the mass number, increasing as ∼ (𝐸0/20 GeV · 1/𝐴)𝛽 with 𝛽 ≃ 0.95. Thus, at the same energy,
light nuclei produce fewer muons in air showers than heavy nuclei [13].

Different mass estimators have been developed in the Pierre Auger Collaboration using surface
detector information, particularly deep neural networks (DNN) and a likelihood fit based on air-
shower universality [8–10] are being used to extend the physics reach of the existing data of the
observatory. The universality model relies on the assumption that electromagnetic particles in air
showers generated by different primary particles at different energies 𝐸0 show the same lateral and
longitudinal distributions as well as universal spectra. The model extends the particle content of
air showers to hadronic particles and their decay products, while their relative contribution 𝑅μ is
left as a free parameter. In this way, universality can be restored for hadronic showers. The air
shower universality fit can be used to estimate 𝑋max and 𝑅μ. However, for events reconstructed by
the surface detector only, the energy is estimated by the shower footprint, and the estimate of 𝑅μ

is expected to be biased. Thus, so far 𝑅μ can be estimated accurately only using Golden Hybrid
showers, i.e. showers that are both independently reconstructable by the fluorescence and surface
detectors, where the energy estimation with the fluorescence detector can be used as an additional
input. The machine learning models are trained to map the input data from the surface detector
to a desired mass-dependent observable, i.e. 𝑋max and/or 𝑅μ, using large simulation data bases.
The AixNet model is trained on shower simulations to reconstruct 𝑋max from the footprint and
detector time traces [8]; the resulting data set is finally calibrated to direct measurements, using the
fluorescence detector data where available.

3. Simulated Analysis for Autocorrelation Search

The model described in [9] is trained to estimate the depth of the shower maximum and the
muon content of the shower, and combines them to a global mass-dependent proxy observable 𝑌
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Figure 2: The estimated mass-proxy observable 𝑌 as a function of the primary energy for simulated air
showers. Four regions are defined for later data selection. See the text for details.

(note the factor of −1 with respect to the definition in [9]),

𝑌 = 0.5
𝑋max − ⟨𝑋max⟩

𝜎(𝑋max)
−

𝑅μ − ⟨𝑅μ⟩
𝜎(𝑅μ)

. (1)

A similar approach for a mass-dependent proxy-observable is described in [14]. For larger values
of 𝑌 , we expect generally lighter masses of UHECRs; 𝑌 is intrinsically unit-less and depends
pseudo-linearly on the logarithmic atomic mass ln 𝐴. The performance of the network to study
autocorrelation of arrival directions in the data of the Pierre Auger Observatory was tested using a
simulation data base of realistic events. For the simulation data base, we use Offline simulations [15]
of Corsika showers [16], generated with the Epos-LHC model of hadronic interaction [17]. The
arrival directions of the events were simulated considering uniformly distributed sources with source
density 𝜌src. Each source has the same emission spectrum defined by a power-law with a rigidity
cut-off, as in [18]. The attenuation in the UHECR propagation is evaluated with CRPropa3 [19],
and the galactic magnetic deflections are computed considering the Jansson-Farrar model [20]. The
Pierre Auger Observatory exposure is taken into account when completing the simulations. The
simulated 𝑋max are then mapped to the arrival direction of the events, matching the energy at Earth.

The mass-proxy observable 𝑌 is used to define various data selections, which will be subsets
of the full event data to perform autocorrelation analyses. The distribution of reconstructed 𝑌 from
simulated showers is depicted in Fig. 2. Selection 1 is a light and thus high-rigidity data set (it is
defined by choosing the 2000 events with the largest 𝑌 above 10 EeV); Selection 2 is defined by
constant estimated 𝑋max (events with distance in 𝑋max lower than 25 g/cm2 from the average 𝑋max

of the data set), and is thus approximately resulting in a constant mid-rigidity data set; Selection 3 is
expected to be approximately constant𝑌 in a narrow region of primary energy (between 10 EeV and
11.2 EeV), and thus composition, and is expected to be a pure composition data set; Selection 4 is a
heavy and thus low-rigidity data set used as a cross-check in the analysis (it is defined by choosing
the 2000 events with the lowest 𝑌 above 10 EeV). The four selections are defined to ensure no
overlap between them. The evaluation of the simulation data sets is depicted in Fig. 3.

Each panel depicts a simulated source scenario. From left to right, the first panel considers
𝜌src = 10−2 Mpc−3, the second panel considers 𝜌src = 5×10−3 Mpc−3, and the third panel considers
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Figure 3: Significance of the autocorrelation signals for simulated data sets as a function of the separation
angle of events. The three panels depict three different source scenarios. See the text for details.

𝜌src = 10−3 Mpc−3. In each panel, we show the evolution of the 𝑝-value of the autocorrelation
analysis as a function of the separation angle considered. We show the results obtained for each
selection and the outcomes expected for a random selection (green dotted line). The solid line is
the median value obtained for 1000 simulations, while the shaded area shows the minimum and
maximum 𝑝-values obtained in the relative selection. Fig. 3 shows that Selection 1 and Selection 2
are optimal, as they give in every source scenario a lower 𝑝-value than expected from a random
selection. On the other hand, Selection 3 rarely gives a lower 𝑝-value than the random expectation,
while Selection 4 gives the larger 𝑝-values as expected.

4. Simulated Analysis for Centaurus A Targeted Search

Using simulations, we test several scenarios to investigate the best strategy to be applied to
enhance a possible high-rigidity excess around Centaurus A. We focus primarly on finding the
optimal number of low-rigidity events that have to be discarded to maximize the significance. The
simulations are completed defining the Centaurus A region as the circle in the sky with a radius
equal to 27◦ centered around Centaurus A and considering the events with reconstructed energy
𝐸 ≥ 38 EeV. The combination of the two parameters (radius and energy threshold) was chosen
after the optimization that was completed on the dataset of events above 32 EeV [6, 7].

We investigate the hypothesis that a high-rigidity signal population is present in the data set
and it is possibly more closely concentrated around Centaurus A, driving the excess that we observe
in the data. We assume that it is real and not due to statistical fluctuations. In the arrival-direction
data, we define a signal population 𝑆 and background population 𝐵, with 𝑆 being present only inside
the Centaurus A region and 𝐵 present both inside and outside. Since the considered mass can only
be determined on events with a zenith angle smaller than 60◦ (vertical events), we randomly assign
𝑁

sig
ver vertical events in the Centaurus A region as a signal, and associate them with a simulated

light mass. We set all the other events of the data set as background and we assign them a heavy
mass according to our simulation scenario. For each simulation scenario, we consider different
Centaurus A signal fraction ( 𝑓 Cen A

sig ), which is the fraction of vertical events in the Centaurus A
region marked as a signal.

We then complete the simulations by mapping showers reconstructed with the universality
mass estimator to real events, using close matching values of the primary energy and the zenith
angle. As in Section 3, for the simulation data base, we use Offline simulations [15] of Corsika
showers [16], generated with the Epos-LHC model of hadronic interactions [17]. The air-shower
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Figure 4: Two-dimensional sketch of contours with equal-estimated 𝑅. The colour-coded shades show larger
(red) and lower (blue) values of ln 𝑅 as a function of 𝑋max and lg(𝐸0/eV). The red and blue dashed lines
depict the Epos-LHC expectation values for 𝑋max from simulated proton and iron showers, respectively.

simulations are now completed assuming four primaries: proton (p), helium (He), oxygen (O) and
iron (Fe). Two of the considered scenarios are as follows:

(i) helium scenario: the signal composition is made of He particles, while the background
composition follows the Auger mix composition;

(ii) mixed composition scenario: in this scenario, we consider possible deflections and place
lower-rigidity events further away from Centaurus A. We considered that the cosmic rays are
deflected following a von Mises distribution (𝑝VM(𝑑, 𝑅)), where 𝑑 is the angular distance
from Centaurus A and 𝑅 is the rigidity of the event), which, for an event with atomic number
𝑍𝑖 and energy 𝐸 , is defined by the concentration parameter

𝑘𝑖 =
1
Θ2

0

(
𝐸/𝑍𝑖𝑒
10 EV

)
. (2)

We impose Θ0 = 16.8◦. This value was taken from the outcome of the scenario considering
Centaurus A as UHECR source in [18]. The probability for an event to be of the atomic
species 𝑍𝑖 is given by

𝑤𝑖 =
𝑝VM(𝑑, 𝐸/𝑍𝑖𝑒)∑
𝑗 𝑝VM(𝑑, 𝐸/𝑍 𝑗𝑒)

, (3)

where 𝑍 𝑗 ∈ [1, 2, 8], i.e. we consider a mixed population of proton, helium and oxygen. As
in the previous scenario, the background population follows the Auger mix.

For each scenario, we impose three different values of 𝑓 Cen A
sig (0.25, 0.5 and 0.75), and complete

1000 sky simulations.
The simulated events in each sky are ordered in a rigidity-proxy parameter to select a data set

in which the signal is amplified. The rigidity order is obtained using the depth of shower maximum
at 1019 eV (𝑋19

max),

𝑋19
max = 𝑋max − 𝐷 lg

(
𝐸

1019 eV

)
, (4)

where the energy dependence of 𝑋max is removed by subtracting the decadal elongation rate 𝐷.
We impose 𝐷 = 58 g/cm2, which is approximately equal in all hadronic interaction models. The
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Figure 5: Evolution of the Li-Ma significance (𝜎LM) of the Centaurus A region excess as a function of the
fraction of the low-rigidity events discarded (𝛿) for the helium scenario (top plots) and the mixed composition
scenario (bottom plots). The left plots consider 𝑓 Cen A

sig equal to 0.25, the middle plots equal to 0.5 and the
left plots equal to 0.75.

rigidity proxy parameter 𝑅 is then defined as

𝑅 := 𝐸0/𝑍, using (5)

1/𝑍 := 2 exp
(
(𝑋19

max − 𝑥ref)/𝜆
)
/𝑒, (6)

with 𝑍 being a real number in units of the elementary charge 𝑒. We note here that 𝑅 is not the
absolute rigidity of the events, but it preserves the rigidity order of the dataset, given an ideal
reconstruction. For Eq. (6), we make use of 𝑋19

max, the (arbitrary) reference value 𝑥ref = 742 g/cm2

(we selected the average value of 𝑋19
max for the universality reconstructed dataset), and the increase

in the average depth of the shower maximum per unit step in ln(𝐴) based on the Heitler-Matthews
model, 𝜆 ≃ 22.3 g/cm2, which is approximately the same for all hadronic interaction models. In
Fig. 4, we show the two-dimensional sketch of equal 𝑅 as a function of 𝑋max and lg(𝐸0/eV). The
red (blue) dotted line is the 𝑋max expectation value for proton (iron) in the Epos-LHC model, while
the lines separating the coloured sectors are lines of equal 𝑅.

In Fig. 5, we show the evolution of the significance of the Centaurus A excess, evaluated using
the Li-Ma significance (𝜎LM) [21], as a function of the fraction of low-rigidity events discarded
(𝛿rem). The top plots show the results for the helium scenario, while the bottom plots show the results
for the mixed composition scenario. The left plots show the results obtained for 𝑓 Cen A

sig = 0.25, the
middle plots for 𝑓 Cen A

sig = 0.5, and the right plots for 𝑓 Cen A
sig = 0.75. Fig. 5 shows that, using mass-

estimators, we can enhance the significance of an excess formed by high-rigidity events present in
the Centaurus A region. Furthermore, the significance enhancement is larger when we have a larger
mass difference between the signal population and the background population, and the significance
increases with the signal fraction, as expected. Finally, Fig. 5 shows that if we are able to enhance
a signal produced by high-rigidity events, we expect to find the maximum significance, discarding
a substantial portion of the low-rigidity events present in the data set (𝛿 ∼ 0.4 − 0.6). We note,
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however, that these results are obtained in the specific assumption that a high-rigidity signal is
present only in the Centaurus A region; thus results on data may vary significantly.

5. Conclusions and outlook

As the UHECR magnetic deflections scale inversely to the rigidity of the events, the introduction
of mass estimators can lead to the identification of the least deflected particles. However, as
arrival-direction studies require the maximum possible statistics, using estimators that can be
applied to events detected with SD is needed. With this proceeding, we completed simulations to
study the performances in arrival direction studies of the mass estimators introduced by the Pierre
Auger Collaboration, focusing on the autocorrelation analysis and the targeted analysis around
Centaurus A. In Section 3, we considered a transformer-based neural network and defined four
possible selections to enhance the significance of the autocorrelation analysis with the data above
10 EeV. Two selections, a light-related one (Selection 1) and an 𝑋max-based one (Selection 2)
resulted to be very promising, as they lead, on the same data sets, to a better significance than
the one obtained from random selections. The simulations performed in Section 4 show how the
significance of the excess around Centaurus A evolves as a function of the fraction of low-rigidity
events discarded, assuming that high-rigidity particles are more concentated around it. Furthermore,
they show that, if a high-rigidity signal is present in the region, we expect to be able to enhance it
by discarding a moderate fraction of the events in the data set.
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