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Fifteen years have past since the first beam collisions at the Large Hadron Collider (LHC) in
CERN. Not only the discovery of the Higgs particle, the LHC made a significant contribution
to the cosmic-ray community. Its designed collision energy

√
𝑠 = 14 TeV corresponds to the

collision of a 1017 eV proton on a proton at the rest frame, which is the energy range handled
by the air shower observations. The particle productions in the minimum-bias events and very-
forward events have been extensively measured by the various dedicated detectors at the LHC,
and they serve crucial tests for the hadronic interaction models used in the cosmic-ray air shower
simulations. In addition, collisions realized at various

√
𝑠 are used to test the energy evolution of

the hadronic interaction. In this paper, we will review the key measurements at the LHC relevant
to the air shower simulations especially focusing on the forward measurements. We will start the
review from a quick outlook of some important concepts used in the high-energy and collider
physics.
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1. Introduction

Cosmic-ray observations reach the energy beyond 1020 eV which is more than 7 orders of
magnitude higher than the beam energy of the Large Hadron Collider (LHC) at CERN [1]. How-
ever, in terms of the collision energy in the laboratory frame, the interaction at the LHC reaches
1017 eV. Such high-energy controlled collisions provide important anchor points to understand the
fundamental physics occurred in the development of extensive air showers (EASs). As typically
demonstrated in the muon puzzle [2], the hadronic interaction is a crucial key to fully understand the
cosmic rays through the observations of EASs. Although the major physics targets of the LHC is to
search for the physics beyond the standard model and they continue challenges to increase the colli-
sion luminosity, particle production measurements in the high-cross-section hadronic interactions,
namely minimum bias events, are valuable to test the hadronic interaction models implemented in
the air shower simulations (cosmic-ray models, hereafter).

This review will start from a general description of the collider experiments for readers who are
not familiar with them, including the kinematic variables and the configuration of the detectors in
Sec.2 and Sec.3, respectively. Then we will outlook the important measurements made at the LHC,
especially the total inelastic cross section in Sec.4 and the particle production results comparing
with the cosmic-ray models in Sec.5. Among the measurements, the forward particle productions
are particularly important. The major results of a dedicated forward experiment, Large Hadron
Collider forward (LHCf), are focused in Sec.6. After introducing some recent topics including the
forthcoming Oxygen collisions in Sec.7, the review is summarized in Sec.8.

2. Kinematics

2.1 Category of interactions

The probability of particle production is measured in terms of the cross section 𝜎. The total
cross section 𝜎𝑡𝑜𝑡 is divided into the elastic cross section 𝜎𝑒𝑙𝑎𝑠𝑡𝑖𝑐 and the inelastic cross section
𝜎𝑖𝑛𝑒𝑙𝑎 as

𝜎𝑡𝑜𝑡𝑎𝑙 = 𝜎𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + 𝜎𝑖𝑛𝑒𝑙𝑎 . (1)

By definition, the elastic interaction does not produce new particle and the scattering angle is
extremely small at high energy. This means the elastic interaction does not contribute in the EAS
development. However, as discussed in Sec.4, the precise measurements of the elastic scattering at
the LHC demonstrated their importance in the cosmic-ray physics.

Because the essence of the EAS development is the multi-particle production, the inelastic
interaction is very important. Though there are various patterns in the inelastic interaction, a simple
classification is diffractive and non-diffractive collisions. Theoretically, the diffractive collision is
defined as an interaction without exchange of any quantum number, or expressed as an exchange
of Pomerons [3]. However, in this review, we use an experimental definition or diffractive-like
collisions, which are characterized by a wide angular gap called rapidity gap where no particles
are produced. More phenomenologically, in the diffractive collisions, because a few particles carry
most of the projectile energy, the particles are concentrated in the direction of the beam and very few
or no particle are produced in the perpendicular direction. On the other hand, the non-diffractive
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collision collision

Fig. 3. Cross-sectional fractions of the ND, pSD, tSD, DD, and CD collisions for (a) 1019 eV proton primaries
and (b) 1017 eV proton primaries.

Fig. 4. The probability of the diffractive mass (diffractive-mass spectra) of the pSD collisions for three hadronic
interaction models: EPOS-LHC (magenta solid line), QGSJET II-04 (blue dotted line), and SIBYLL 2.3c (green
dashed line). The projectile particles are (a) 1019 eV protons and (b) 1017 eV protons, and the target particles
are air nuclei at rest. Approximately 40 000 events are simulated for each case using CONEX v6.40 [10].

and EPOS-LHC [24] present the largest and smallest values, respectively. The difference of the
cross-sectional fractions between models is relatively larger for the DD and CD collisions than that
for the pSD and tSD collisions. Figure 4 displays the diffractive-mass spectra of the proton–air
collisions for 1019 eV and 1017 eV projectile protons. Here, ξ is defined as ξ = M 2

X /s, where
√

s
is the center-of-mass energy of the proton–air collision. The logarithm of ξ , log10(ξ), is used in
Fig. 4 and following figures. Large differences can be noted between SIBYLL 2.3c and the other
models, particularly in the lowest diffractive-mass regions. QGSJET II-04 [25] displays a strong
peak in the low diffractive-mass region, whereas SIBYLL 2.3c does not present diffractive-mass
dependences and EPOS-LHC has a bimodal spectrum. Even though the latest hadronic interaction
models are updated using the experimental results from the LHC, they do not reproduce the results
of the measurements of the diffractive collisions from the LHC [26].

In the following sections, to understand the effect of these quantities in predicting the observables,
the effects of the cross-sectional fraction, diffractive-mass spectrum, and particle production from
diffractive dissociation on the UHECR observables are discussed. The focus is on the large differences
in the cross-sectional fractions of the models and in the diffractive-mass spectra of SIBYLL 2.3c
and the other models.
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Figure 1: Cross section fraction of different processes [4]. See text for detail.

collisions produce more particles and many or most of them have large angles with respect to
the beam direction. Because the produced particles widely distribute in direction and energy, the
detector designs must be optimized for each process as discussed in Sec.3. The fraction of non-
diffractive (ND) and diffractive collisions implemented in three cosmic-ray models are shown in
Fig.1 [4]. Here the diffractive collisions are further classified into the projectile-single diffractive
(pSD), target-single diffractive (tSD), double diffractive (DD) and central diffractive (CD) collisions.
Though the total fraction of the diffractive cross section is 10 to 20%, because of their high energy
possession as discussed in Sec.5.1 their impact on the EAS development is large.

2.2 Invariant cross section and rapidity

The angular distribution, in other words, the differential cross section 𝑑𝜎/𝑑𝜃 is an important
quantity to be measured at the colliders. Instead of using the production (or scattering) angle of the
particles, however, we usually use the kinematic variable rapidity (y), which is defined as,

𝑦 =
1
2
𝑙𝑛

(
𝐸 + 𝑝𝑧
𝐸 − 𝑝𝑧

)
,

where 𝐸 and 𝑝𝑧 are the total energy and the momentum along the beam direction, respectively [5].
Rapidity is defined because the differential cross section 𝑑𝜎/𝑑𝑦 is Lorentz invariant while 𝑑𝜎/𝑑𝜃
is not. When the relative speed between the two systems along the 𝑧-direction is 𝐵 in the unit of the
speed of light, the rapidity in the other system 𝑦′ becomes

𝑦′ = 𝑦 + 1
2
𝑙𝑛

(
1 + 𝐵
1 − 𝐵

)
.

Though the rapidity 𝑦 itself is not Lorentz invariant, its derivative 𝑦′, hence 𝑑𝜎/𝑑𝑦, becomes
Lorentz invariant. Using the Lorentz invariance of the transverse momentum 𝑝𝑇 and the relation
𝑑𝑦/𝑑𝑝𝑧 = 1/𝐸 , the invariant cross section containing all kinematic information is given as

𝐸
𝑑3𝜎

𝑑3𝑝
=

𝑑3𝜎

𝑑𝜙𝑑𝑦𝑝𝑇𝑑𝑝𝑇
=

𝑑2𝜎

𝜋𝑑𝑦𝑑 (𝑝2
𝑇 )
.
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Though we find various expressions in the differential cross sections, they mean the same thing
in many cases. In addition, since the total number of events observed in the experiment is given
as 𝑁 = 𝜎

∫
𝐿𝑑𝑡, where the integral is called integral luminosity, 𝑑𝜎/𝑑𝑋 is sometimes given as

𝑑𝑁/𝑑𝑋 .

2.3 Rapidity and pseudo-rapidity

In case the total energy 𝐸 is sufficiently larger than the rest mass energy 𝑚, the rapidity is
approximated by the pseudo-rapidity (𝜂) as a function of the angle 𝜃,

𝑦 ∼ 𝜂 = −𝑙𝑛
(
𝑡𝑎𝑛

𝜃

2

)
.

This is always true for photons because of 𝑚 = 0. Here we note 𝜂 = 0 for 𝜃 = 90◦, 𝜂 = 1 for 𝜃 = 40◦,
𝜂 = 2 for 𝜃 = 15◦ and 𝜂 = ∞ for 𝜃 = 0◦. Because the determination of rapidity of each particle
is practically very difficult, in many cases we use the pseudo-rapidity 𝜂 as a good approximation.
The rapidity range, roughly 𝜂 >3, corresponding to the forward direction is called forward rapidity,
while the direction perpendicular to the beam is called central rapidity.

3. Collider setup

An illustration of the detector coverage at the LHC is shown in Fig.2. The gigantic detectors
such as the ATLAS [6] and CMS [7] main detectors cover the largest solid angle around the collision
point at the center of the figure as shown in the left-top of Fig.2. This coverage is important to
catch the particles decayed from a heavy, rare or new particles, which are produced by converting
the kinetic energy of the beam particles into the mass energy, and hence having less correlation to
the beam direction. These detectors are called central detectors or general purpose detectors.

For the moderately forward particles, 𝜂 ∼3 to 6, some special detectors located close to the
beam pipe and far from the interaction point are designed as shown in the right-top of Fig.2. These
detectors can cover the particle production of both the diffractive and non-diffractive collisions.
Because of the high detection efficiency for the various processes, the large counters in this rapidity
region are called minimum bias detectors. The minimum bias trigger scintillators (MBTS), for
example, are installed to trigger events of any type of interactions.

Because the colliders must keep the beam particles circulating, the very forward direction
cannot be covered by a simple extension of the central detectors. This happens typically in the
diffractive collisions. The trajectory of the charged particles produced in the very forward direction
is deflected by the dipole magnet and swept away across the beam pipe. Because this happens far
away from the interaction point and spread over 100’s m, there is no dedicated detector installed
while a special spectrometer is proposed [8]. Neutral particles, which are not deflected by the
dipole magnet, can reach the crotch where the single beam pipe connecting to the interaction point
is divided into two pipes connecting to the arc of the storage ring. In the gap between two beam
pipes, there is a slot to install detectors as illustrated in Fig.2 left-bottom. Generally, a luminosity
monitor for the accelerator operation and the Zero Degree Calorimeters (ZDC) are installed in this
slot. LHCf [9] is a special type of ZDC as detailed in Sec.6. In case of the LHC, the very forward
neutral particles produced in 𝜂 >8.4 are detected.
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Charged particles after elastic scattering or with very little energy loss can reach the special
detectors installed far away from the interaction point. The tracking detectors inserted into the
vacuum beam pipe are called Roman Pot detectors dedicated to study the particles with extremely
small scattering angles as illustrated in Fig.2 right-bottom. The TOTEM experiment [10] has
dedicated Roman pot detectors in addition to the tracking detectors in the forward region. The
ATLAS ALFA also makes measurements using the Roman pot detectors [11].

4. Elastic scattering measurements

Elastic cross section has an important impact on the CR modeling. An example of the TOTEM
experiment is introduced here [12]. Precise measurements of the scattering angle allows the
determination of 𝑑𝜎/𝑑 |𝑡 | as shown in Fig.3, where 𝑡 designates the momentum transfer in the
collision which is directly related to the scattering angle. The integration of 𝑑𝜎/𝑑 |𝑡 | gives the
𝜎𝑒𝑙𝑎𝑠𝑡𝑖𝑐 with little uncertainty of the extrapolation. Also with a small extrapolation, the cross
section at zero degree, (𝑑𝜎/𝑑 |𝑡 |)𝜃=0 is determined, which gives the total cross section 𝜎𝑡𝑜𝑡 through
the Optical theorem [3]. Finally 𝜎𝑖𝑛𝑒𝑙𝑎 is obtained through Eq.1.

Thanks to the precise measurements of 𝜎𝑖𝑛𝑒𝑙𝑎 especially by TOTEM and ATLAS ALFA at
the LHC, the large uncertainty arisen in the Tevatron era have converged. This reduces the model
dependence in the energy evolution of 𝜎𝑖𝑛𝑒𝑙𝑎 and hence converges the prediction of the elongation
rate as shown in Fig.4 [13].
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Figure 2: Detector layout at the colliders and event types they observe. (Left-top) central rapidity coverage
for non-diffractive events. (Right-top) forward rapidity coverage for mixture of diffractive and non-diffractive
events. (Left-bottom) neutral particle measurements at the very forward rapidity including the zero degree.
(Right-bottom) coverage of elastically scattered particles.

5



P
o
S
(
U
H
E
C
R
2
0
2
4
)
0
3
2

Hadronic interaction at LHC T. Sako
Measurement of pp elastic scattering and total cross-section at

√
s = 7 TeV
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Fig. 2: The elastic differential cross-section measurements by TOTEM. Each measurement is shown in a different color. The
embedded figure provides a zoom of the region used for extrapolation to t = 0, showing the lowest |t|-values accessible in the
analysis from ref. [2] (green) and this analysis (red).

Luminosity. In this article, the luminosity measured
by CMS (with a 4%-uncertainty estimate) was used.
Luminosity-independent results are given elsewhere [4].

Systematic uncertainty calculation. – For each of
the analysis steps above, the systematic uncertainty ef-
fect on dσel/dt was estimated with a Monte Carlo simu-
lation. Table 3 summarizes these uncertainties for several
|t|-values, grouping the contributions into three categories:
t-dependent, t-independent (normalization) and luminos-
ity uncertainties. Since there are a number of contribu-
tions in each category, the uncertainties were combined in
quadrature.

The luminosity uncertainty is the leading systematic ef-
fect for |t| < 0.2 GeV2, above that point it is the uncer-
tainty of dLx/ds. The optics-related error contribution is
almost vanishing around |t| = 0.06 GeV2 and has opposite
signs below and above that point. Therefore, there is a
partial error cancellation in the integrated elastic cross-
section σel, and consequently the relative error of σel is
significantly lower than the one of dσel/dt|0 – see table 7.
Moreover, there is a strong correlation between the errors
of σel and dσel/dt|0 – the correlation coefficient is 0.76.

Extrapolation to t = 0. – The measured differential
cross-section can be well (χ2/n.d.f. ≈ 1.2) described with
the parameterization

dσel

dt
=

dσel

dt

∣∣∣∣
t=0

e−B|t| (4)

over a large |t|-range, see table 6 and the black line in fig. 2.
Since the slope B remains constant even for the lowest |t|-
values, one may conclude that the effects of the Coulomb-
hadronic interference (for details see, e.g., [8]) are smaller
than our experimental sensitivity. Therefore, within the
uncertainties, the fit can be attributed to the hadronic
component of the scattering amplitude. Furthermore, it is
assumed that eq. (4) describes the hadronic cross-section

12
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20

B
[G
eV
−
2 ]
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√s [GeV]

pp, Ref. [9]
pp̄ , Ref. [9]
this publication

Fig. 3: The elastic slope B (see eq. (4)) as a function of the
scattering energy

√
s (data from [9] use different treatments of

the Coulomb-hadronic interference).

also for |t| values below our acceptance and thus the fit
can be used in the optical theorem to calculate the total
cross-section according to eq. (5).

Results. – TOTEM has taken data under various
beam and background conditions, luminosities and RP
detector positions. The differential elastic cross-section
obtained from these different data sets are in excellent
agreement with each other. This justifies merging the data
from all data sets to obtain a final result for the differen-
tial cross-sections presented in table 4. The first two bins
suffer from the lower statistics of the data sets 2 and 3.
Table 4 gives a representative |t|-value for each bin, deter-
mined according to the procedure described elsewhere [10].
The relative uncertainties of the representative points turn
out to be negligible (< 10−4). Table 5 presents the dσel/dt
continuation to higher |t| values, measured in a different
run with β∗ = 3.5 m optics and published elsewhere [1].
All TOTEM differential cross-section measurements are
given in fig. 2.

For |t|-values below 0.2 GeV2, the differential cross-
section falls exponentially with |t|, as expressed in eq. (4).

21002-p5

Figure 3: The TOTEM measurement of the differential elastic cross section at
√
𝑠 = 7 TeV [12].
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of electromagnetic particles at ground level is strongly correlated to this observable (if the shower
maximum is closer to ground, the number of particles is higher).

The inelastic cross section of proton-proton scattering is usually used as an input to fix basic
parameters via the optical theorem in all hadronic interaction models. Therefore it is very well
described by all the models up to the LHC energies, where data exist. As shown in Fig. 2 left-
hand side, thanks to the measurements at the LHC even the extrapolations up to the highest energy
are now very similar. In all the figures DPMJETIII.17-1 is represented by a dotted (indigo) line,
EPOS LHC by a full (blue) line, QGSJETII-04 by a dashed (red) line and Sibyll 2.3c by a dash-
dotted (green) line.
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Figure 2: Inelastic p-p cross sections (left-hand side) and p-air (thick lines) and π-air (thin lines) cross sec-
tions (right-hand side) calculated with DPMJETIII.17-1 (dotted line), EPOS LHC (full line), QGSJETII-
04 (dashed line), and Sibyll 2.3c (dash-dotted line). Points are data from [27] and the stars are the LHC
measurements [28].

However plotting the prediction of these models for the proton-air and pion-air inelastic cross-
sections as shown in Fig. 2 right-hand side, one can notice that significant differences appear which
will have direct consequences on air shower development. Not only do the evolutions diverge at
high energy, but for Sibyll 2.3c and DPMJETIII.17-1 the relative behavior of the proton and pion-
air cross-section is different from the other models (faster increase of the pion-air cross-section to
reach the proton-air one).

3.2 Multiplicity

According to [25], the multiplicity plays a similar kind of role as the inelastic cross section,
but with a weaker dependency (log). On the other hand the predictions from the models have larger
differences for the multiplicity compared to the cross section.

First of all, EPOS is a consistent quantum mechanical multiple scattering approach based on
partons and strings [29], where cross sections and the particle production are calculated consis-
tently, taking into account energy conservation in both cases, while in the other models the energy
conservation is not considered for cross section calculations). The main consequence of this en-
ergy sharing process is that the number of parton ladders generated event-by-event does not follow
a simple Poissonian distribution. As a consequence it is much less likely to produce events with
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Figure 7: ⟨Xmax⟩ for proton and iron induced showers as a function of the primary energy . Predictions of
different high energy hadronic interaction models are presented with full lines for proton and dashed lines for
iron with full triangles for Sibyll 2.3c, open circles for DPMJETIII.17-1, open squares for QGSJETII-04,
full stars for EPOS LHC. Refs. to the data can be found in [1] and [49].

In fact, further study using the fluctuations of Xmax around the mean can be used to test model
consistency. Indeed both ⟨Xmax⟩ and Xmax fluctuations depend on the mass composition and since
fluctuations are less dependent on the details of hadronic interactions (superposition model [25])
than the mean value, it can be checked that the composition corresponding to a given ⟨Xmax⟩ is
consistent with the observed fluctuations. In [49] the Pierre Auger Collaboration shows that while
it is possible to describe the observed data with EPOS LHC, QGSJETII-04 is in tension with data
at a 1 sigma level (⟨Xmax⟩ too shallow by ∼15g/cm2) confirming that this model is the lower edge
of the allowed ⟨Xmax⟩ region.

4.2 Muons at the ground

Concerning the number of muons at the ground (for 40o inclined showers at the height of
1500 m), the difference between DPMJETIII.17-1, EPOS LHC, QGSJETII-04 and Sibyll 2.3c is
relatively small. We can see in Fig. 8 left-hand side that model predictions differ only by about 10%.
The studies by the Pierre Auger Observatory show that the absolute number of muons observed
in vertical showers differs from the model predictions by 1.33±0.13±0.09 [11] in the best case.
This is a 2 sigma effect and in case of inclined showers the effect is less than 2 sigmas too [50].
Taking into account the ρ0 measurement as explained in section 3.4, it is not unlikely that the next
generation of hadronic interaction models can reproduce the absolute number of muons, at least for
vertical showers.

10

Figure 4: (Left) Inelastic cross sections measured at the LHC and the predictions by the post-LHC models.
(Right) X𝑚𝑎𝑥 measurements compared with the predictions by the post-LHC models [13].

5. Particle production in the inelastic collisions

5.1 Particle productions at LHC

Distributions of the particles simulated in the inelastic collisions at
√
𝑠 = 14 TeV as a function

of 𝜂 are shown in Fig.5. The left and right panels show the number of particles (multiplicity) and
energy flux, respectively. It is clear that most of the particles are produced into the central rapidity
while most of the energy is carried by the small number of forward particles. This means the
forward particles are responsible to determine the structure of EAS core [14]. As marked in the
figure, the peak of the energy flux is covered by the zero degree calorimeters introduced in Fig.2
(left-bottom) and LHCf is an experiment specially prepared for the precise measurements of the
very forward particle production.

5.2 Multiplicity measurements

At the very early stage of the LHC, various measurements of minimum-bias events are compared
with the model predictions. The central multiplicity measured by CMS and ALICE with the model
predictions are shown in Fig.6 [15]. It was recognized, since then, the cosmic-ray models predict
the results at the LHC better than the High-Energy Physics (HEP) models. The forward multiplicity
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lower transverse momenta considered here (the ALICE and CMS
experimental hadron distributions are measured from
p\ ! 100 MeV/c and extrapolated down to zero p\). The better
agreement of the Atlas-CSC tune and PYTHIA 8 with the observations
is linked to the faster rise of particle production with

ffiffi
s
p

, as given
by their smaller exponents, e = 0.11 and 0.08 respectively, see Eq.
(4) and Table 1. The differences among the tunes cannot be related
to the treatment of final-state effects since all of them have hadr-
onization parameters tuned to LEP data and a ‘‘weak’’ option for
the FS colour reconnection mechanism, which thus does not fur-
ther reduce the particle multiplicity.

The comparison of the various cosmic-ray interaction genera-
tors to the NSD charged particle densities at the LHC is shown in
Fig. 3. In general the data-theory consistency is better than for
PYTHIA. At 900 GeV, all the RFT models are in a reasonable agree-

ment with the measurements, because inclusive UA5 data were
used for the model calibrations. With increasing energy, the differ-
ences among the models predictions increase, bracketing the data
with a very good agreement for SIBYLL and QGSJET 01, and about +10%
for QGSJET II and "20% for EPOS. Such a RFT-model-data comparison is
not fully self-consistent because the NSD event-selection correc-
tions applied by the LHC experiments have been obtained using
PYTHIA and PHOJET. We have carried out the same comparison but
now applying the CMS NSD trigger (Table 3) directly at the had-
ron-level in the simulations. In Table 4 we list the predicted frac-
tions of single diffraction events, the efficiencies of the SD and
NSD event selection, and the resulting corrections

C ¼ dNch

dg

NSD"theor dNch

dg

NSD"CMS
,

; ð5Þ

Fig. 3. Pseudorapidity distributions of charged hadrons, h± & (h+ + h"), measured in NSD p " p events at the LHC (0.9, 2.36 and 7 TeV) by ALICE [36,37] and CMS [38,39] (and
by UA5 [42] in p" !p at 900 GeV) compared to the predictions of QGSJET 01 and II, SIBYLL, and EPOS. The dashed band is the systematic uncertainty of the CMS experiment which is
similar to those of the two other measurements.

Table 4
Fractions of single diffractive (SD) events, efficiencies of the SD (eSD) and NSD (eNSD) event-selections, and correction factors C, Eq. (5), obtained applying the CMS NSD trigger at
the hadron-level in the RFT models.
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ffiffi
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ðTeVÞ 0.9 2.36 7 0.9 2.36 7 0.9 2.36 7 0.9 2.36 7

rSD
pp =rinel

pp
0.18 0.18 0.18 0.23 0.21 0.19 0.17 0.17 0.16 0.23 0.20 0.17

eSD 6.4% 6.0% 5.0% 16% 19% 21% 29% 32% 32% 16% 22% 25%
eNSD 93% 95% 96% 90% 93% 95% 90% 92% 94% 97% 98% 99%
C 0.99 0.99 1.0 0.99 1.0 1.01 0.97 0.98 0.97 1.0 1.02 1.02

Fig. 2. Pseudorapidity distributions of charged hadrons, h± & (h+ + h"), measured in NSD p " p events at the LHC (
ffiffi
s
p
¼ 0:9;2:36 and 7 TeV) by ALICE [36,37] and CMS [38,39]

(and by UA5 [42] in p" !p at 900 GeV) compared to three different versions of PYTHIA and to the PHOJET MC. The dashed band is the systematic uncertainty of the CMS experiment
which is similar to those of the two other measurements.
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experimental hadron distributions are measured from
p\ ! 100 MeV/c and extrapolated down to zero p\). The better
agreement of the Atlas-CSC tune and PYTHIA 8 with the observations
is linked to the faster rise of particle production with

ffiffi
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, as given
by their smaller exponents, e = 0.11 and 0.08 respectively, see Eq.
(4) and Table 1. The differences among the tunes cannot be related
to the treatment of final-state effects since all of them have hadr-
onization parameters tuned to LEP data and a ‘‘weak’’ option for
the FS colour reconnection mechanism, which thus does not fur-
ther reduce the particle multiplicity.

The comparison of the various cosmic-ray interaction genera-
tors to the NSD charged particle densities at the LHC is shown in
Fig. 3. In general the data-theory consistency is better than for
PYTHIA. At 900 GeV, all the RFT models are in a reasonable agree-

ment with the measurements, because inclusive UA5 data were
used for the model calibrations. With increasing energy, the differ-
ences among the models predictions increase, bracketing the data
with a very good agreement for SIBYLL and QGSJET 01, and about +10%
for QGSJET II and "20% for EPOS. Such a RFT-model-data comparison is
not fully self-consistent because the NSD event-selection correc-
tions applied by the LHC experiments have been obtained using
PYTHIA and PHOJET. We have carried out the same comparison but
now applying the CMS NSD trigger (Table 3) directly at the had-
ron-level in the simulations. In Table 4 we list the predicted frac-
tions of single diffraction events, the efficiencies of the SD and
NSD event selection, and the resulting corrections
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Fig. 3. Pseudorapidity distributions of charged hadrons, h± & (h+ + h"), measured in NSD p " p events at the LHC (0.9, 2.36 and 7 TeV) by ALICE [36,37] and CMS [38,39] (and
by UA5 [42] in p" !p at 900 GeV) compared to the predictions of QGSJET 01 and II, SIBYLL, and EPOS. The dashed band is the systematic uncertainty of the CMS experiment which is
similar to those of the two other measurements.

Table 4
Fractions of single diffractive (SD) events, efficiencies of the SD (eSD) and NSD (eNSD) event-selections, and correction factors C, Eq. (5), obtained applying the CMS NSD trigger at
the hadron-level in the RFT models.

Model QGSJET 01 QGSJET II EPOS 1.99 SIBYLL 2.1
ffiffi
s
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ðTeVÞ 0.9 2.36 7 0.9 2.36 7 0.9 2.36 7 0.9 2.36 7

rSD
pp =rinel

pp
0.18 0.18 0.18 0.23 0.21 0.19 0.17 0.17 0.16 0.23 0.20 0.17

eSD 6.4% 6.0% 5.0% 16% 19% 21% 29% 32% 32% 16% 22% 25%
eNSD 93% 95% 96% 90% 93% 95% 90% 92% 94% 97% 98% 99%
C 0.99 0.99 1.0 0.99 1.0 1.01 0.97 0.98 0.97 1.0 1.02 1.02

Fig. 2. Pseudorapidity distributions of charged hadrons, h± & (h+ + h"), measured in NSD p " p events at the LHC (
ffiffi
s
p
¼ 0:9;2:36 and 7 TeV) by ALICE [36,37] and CMS [38,39]

(and by UA5 [42] in p" !p at 900 GeV) compared to three different versions of PYTHIA and to the PHOJET MC. The dashed band is the systematic uncertainty of the CMS experiment
which is similar to those of the two other measurements.
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Figure 6: The pseudo-rapidty distributions measured by the CMS and ALICE experiments at
√
𝑠 = 2.36 TeV

𝑝-𝑝 collisions compared with (left) the HEP model predictions and (right) the cosmic-ray model predictions.
Picked up from the comparisons at

√
𝑠 = 0.9, 2.36 and 7 TeV in [15].

at 2< 𝜂 <6.4 is measured by LHCb [16] and the CMS-TOTEM [17] as shown in Fig.7 left and
right, respectively. Again it is found that the cosmic-ray models, EPOS-LHC and QGSJET II-04,
reasonably describe the experimental results of CMS-TOTEM.

5.3 Energy flow measurements

The energy flow of the forward particles measured by the CMS experiment is shown in Fig.8
[18]. The left and right panels compare the experimental results with the HEP models and cosmic-
ray models, respectively. It is found that the cosmic-ray models show a reasonable agreement over
the rapidity range although they are so-called pre-LHC models. More comparisons of the forward
particle measurements and post-LHC models by the energy spectra separated in the total, hadronic
and electromagnetic components are given by using a dedicated forward calorimeter CASTOR in
the CMS experiment [19].
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Fig. 3 The KNO distributions in different bins of η. Only the statisti-
cal uncertainties are shown

primary produced particles of all proton-proton collisions in
an event.

For a given value of ñch, the probability to observe ntr
reconstructed tracks given a reconstruction efficiency ϵ is
described by the binomial distribution

p(ntr, ñch, ϵ) =
(

ñch
ntr

)
(1 − ϵ)ñch−ntrϵntr . (1)

Hence, the observed track multiplicity distribution is given
by

Prob(ntr) =
∞∑

ñch=0

Prob(ñch) × p(ntr, ñch, ϵ). (2)

The values for Prob(ñch) are obtained by performing a fit to
Prob(ntr). The procedure has been verified using simulated
data and is in agreement to better than 5 per mille.

In the last step, the distributions are corrected for pile-up
to obtain charged particle multiplicity distributions of sin-
gle interaction events, Prob(nch). This is done using an iter-
ative procedure. For low luminosity, Prob(ñch) has mainly
two contributions: single proton-proton interactions, P(nch),

and a convolution of two single proton-proton interactions,∑nch
k=0 Prob(k) × Prob(k − nch). The starting assumption is

that the observed distribution is the single proton-proton in-
teraction. From this, the convolution term is calculated, and
by subtracting it from the observed distribution, a first or-
der estimate for the single proton-proton distribution is ob-
tained. This can then be used to calculate again the convolu-
tion term and obtain a second order estimate for the single
proton-proton distribution. The procedure usually converges
after the second iteration. The pile-up correction typically
changes the mean value of the particle multiplicity distribu-
tions by 3–4 %. It was checked that the contribution from
pile-up events with more than two proton-proton collisions
is negligible.

Fig. 4 The charged particle densities as a function of η (shown as
points with statistical error bars) and comparisons with predictions of
event generators, as indicated in the key. The shaded bands represent
the total uncertainty. The events are selected by requiring at least one
charged particle in the range 2.0 < η < 4.5. The data in both figures
are identical with predictions from PYTHIA 6, PHOJET and PYTHIA 8
in (a) and predictions of the PYTHIA 6 Perugia tunes with and without
diffraction in (b)

As mentioned before, no unfolding procedure is required
for the charged particle pseudorapidity density, only the per
track corrections for background tracks and tracking effi-
ciency are applied. The distribution is then normalized to
the total number of proton-proton collisions including pile-
up collisions. In the case of hard interactions, the pseudora-
pidity density distribution of the pile-up collisions without
the pT cut is first subtracted. Finally, the distribution is nor-
malized to the total number of hard collisions.

6 Systematic uncertainty

6.1 Efficiency

Studies based on data and simulation show that the error on
the tracking efficiency for particles reaching the tracking sta-
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Fig. 6 Charged-particle pseudorapidity distributions from an inclu-
sive sample (top left), a NSD-enhanced sample (top right), and a SD-
enhanced sample (bottom). The error bars represent the statistical +
uncorrelated systematics between neighbouring bins and the bands

show the combined systematic and statistical uncertainties. The mea-
surements are compared to results from pythia6, tune Z2*, pythia8,
tune 4C, herwig++, tune UE-EE-3 with CTEQ6L1 PDFs, epos, tune
LHC and qgsjetII-04

Table 3 Event selection criteria
applied at the stable-particle
level in the MC simulation

Inclusive sample

Ncharged particles > 0 in 5.3 < η < 6.5 or −6.5 < η < −5.3, pT > 0

NSD-enhanced sample

Ncharged particles > 0 in 5.3 < η < 6.5 and −6.5 < η < −5.3, pT > 0

SD-enhanced sample

Ncharged particles > 0 in only 5.3 < η < 6.5 or only in −6.5 < η < −5.3, pT > 0

surement for the SD-enhanced sample is provided by both
epos and pythia6.

The forward pseudorapidity density decreases with |η|.
In the inclusive sample, dNch/dη is 3.85 ± 0.49 at η =
5.375 and 2.61 ± 0.28 at η = 6.350, with negligible
statistical uncertainty. The pseudorapidity density of the

NSD-enhanced sample ranges between 4.80 ± 0.62 and
3.17 ± 0.35, while for the SD-enhanced sample it is in
the range of 1.49 ± 0.27 to 1.20 ± 0.20. The MC predic-
tions for the three samples differ from the data by up to
about ±30 %. For the inclusive and NSD-enhanced sam-
ples, the data in the forward region are in agreement with

123

Figure 7: The pseudo-rapidity distributions measured by (left) the LHCb [16] and (right) the CMS-TOTEM
experiments [17] at

√
𝑠 = 7 and 8 TeV, respectively. Picked up from the other comparisons with different

tunes, diffractive and non-diffractive selections.
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Figure 2. Energy flow as a function of ⌘ for minimum-bias (upper) and dijet (lower) events
at

p
s = 0.9TeV and

p
s = 7TeV. The data are shown as points with error bars, while the

histograms correspond to predictions obtained from various Monte Carlo event generators. The
yellow bands illustrate the spread of the predictions from the di↵erent pythia6 tunes considered.
The bands are obtained by taking the minimum and maximum variations of the pythia6 tunes
shown in figure 1. The predictions from herwig++ are made with tunes specific to the respective
centre-of-mass energy. The error bars represent the systematic uncertainties, which are strongly
correlated between the bins. The statistical uncertainties are negligible. The lower panels show
the ratio of MC prediction to data.
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Figure 3. Energy flow as a function of ⌘ for minimum-bias (upper) and dijet (lower) events atp
s = 0.9TeV and

p
s = 7TeV. The data are shown as points with error bars, while the histograms

correspond to predictions obtained from di↵erent cosmic-ray Monte Carlo event generators. The er-
ror bars represent the systematic uncertainties, which are strongly correlated between the bins. The
statistical uncertainties are negligible. The lower panels show the ratio of MC prediction to data.
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Figure 8: The energy flow of the forward particles measured by the CMS experiment [18]. Picked up from
various comparisons in the different event categories and the collision energies.

6. Very forward measurements by LHCf

Here we will discuss the measurements around zero-degree focusing on the results of the LHCf
experiment. LHCf installed two detectors 140 m away in either side of the ATLAS interaction point
as shown in Fig.9. Each detector contains two imaging sampling calorimeters, which allow precise
energy and position reconstruction of individual particle arriving at 𝜂 >8.4. Detail of the detector
design and performance are described in [9] [20]. In addition, one of the LHCf detectors, Arm1,
was also used to measure the forward particles at the Relativistic Heavy Ion Collider (RHIC) in the
Brookhaven National Laboratory, U.S.A. as the RHICf detector [21].

At the location of the LHCf, only stable neutral particles, i.e., neutrons and photons can arrive.
While the neutrons carry a large fraction of the proton energy, where the fraction is called elasticity

8



P
o
S
(
U
H
E
C
R
2
0
2
4
)
0
3
2

Hadronic interaction at LHC T. Sako

LHC ATLAS
140m both sides from IP

Charged particles (+)
Beam

Charged particles (-)

Neutral 
particles

Beam pipe

LHCf Arm1 detector
= RHICf detector

LHCf Arm2 detector
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Figure 3. Differential energy flow dEn/dη (left) and differential cross section dσn/dη (right)
of neutrons produced in p-p collisions at

√
s = 13TeV, measured using the LHCf Arm2 detector.

Black markers represent the experimental data with statistical and systematic uncertainties, whereas
colored lines refer to model predictions at the generator level.

dEn/dη [GeV]

(E > 500 GeV)

dσn/dη [mb]

(E > 500 GeV)

dEn/dη [GeV]

(E > 0 GeV)

dσn/dη [mb]

(E > 0 GeV)

8.65 < η < 8.80 179.6+26.6
−24.9 7.77+1.10

−1.08 181.8+27.0
−25.2 8.38+1.24

−1.23

8.80 < η < 8.99 208.4+28.7
−26.8 7.92+1.05

−1.03 210.1+29.0
−27.1 8.38+1.15

−1.13

8.99 < η < 9.21 242.7+31.5
−30.2 8.07+0.99

−0.99 244.0+31.7
−30.4 8.40+1.05

−1.05

9.65 < η < 10.06 224.4+26.0
−27.7 5.49+0.55

−0.64 224.7+26.1
−27.7 5.57+0.56

−0.65

10.06 < η < 10.75 179.0+21.0
−21.0 3.82+0.37

−0.41 179.2+21.0
−21.0 3.85+0.38

−0.41

η > 10.75 43.0+4.8
−4.3 0.79+0.07

−0.07 43.0+4.8
−4.3 0.80+0.08

−0.07

Table 4. Differential energy flow dEn/dη and differential cross section dσn/dη of neutrons produced
in p-p collisions at

√
s = 13TeV, measured using the LHCf Arm2 detector. Upper and lower

uncertainties are also reported. The values are relative to the experimental measurements with
(E > 0 GeV) and without (E > 500 GeV) the simulation-driven correction factors for the limited
detection efficiency below 500GeV. The last two columns correspond to the numbers used for the
experimental points shown in figure 3.

from about 5 to 35%. The second one is that, for energies above half the beam energy,

almost 100% of the neutrons produced from the collisions are leading particles. In order

to obtain the elasticity distribution, the dσn/dE contributions of all the six regions are

summed in a single histogram. Then, the x axis is rescaled to the beam energy and the y

axis is multiplied for the bin width, so that the distribution represents the total production

cross section σn as a function of elasticity kn. At this point, a correction must be applied to

take into account two different effects: the first one is due to the fact that the detector has

a limited pseudorapidity coverage; the second one is due to the fact that not all neutrons

are leading particles. These two effects are considered together in a single correction factor
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Figure 4. Inclusive production cross section as a function of elasticity kn (left) and average
inelasticity ⟨1−kn⟩ extracted from that distribution (right), relative to p-p collisions at

√
s = 13TeV.

These quantities, measured using the LHCf Arm2 detector, are only relative to the events where
the leading particle is a neutron. Black markers represent the experimental data with the quadratic
sum of statistical and systematic uncertainties. Solid lines (left) and full circles (right) refer to
model predictions at the generator level, obtained using only the events where the leading particle
is a neutron. In order to compare this approach to the general case, ⟨1−k⟩, the average inelasticity
obtained using all the events independently of the nature of the leading particle, is also reported as
open circles in the right figure.

that was obtained from five simulation samples generated using all the models discussed in

section 4, taking the average as best estimate and the maximum deviation as uncertainty.

Corrections range between 1% and 70%, whereas absolute uncertainties go from 5% to

70%. The several sources of uncertainties acting on the dσn/dE distributions contribute

to the uncertainty on the elasticity distribution in a similar way to what was previously

described, i.e. assuming that all contributions are independent and dividing them in bin-by-

bin independent (only statistical) and bin-by-bin fully-correlated (all systematic) sources.

Note that, differently from the previous case, the term bin does not refer to the energy bin,

but to the pseudorapidity bin, because the summation index is on pseudorapidity and not

on energy. The elasticity distribution cannot directly be used to extract the error on the

average inelasticity, because systematic uncertainties are correlated both on energy and on

pseudorapidity. The entire procedure must therefore be repeated to extract the uncertainty,

but an average value is computed instead of building a histogram, so that both sources of

correlation are correctly considered in the estimation of the uncertainty. This value is then

corrected to take into account the contribution of neutrons below 500GeV, which are not

included in the dσn/dE distributions. The correction factor, estimated in a similar way to

what was previously discussed, amounts to a value of (0.4± 0.4)%.

Figure 4 shows the inclusive production cross section as a function of elasticity and

the average inelasticity extracted from that distribution, measured using the LHCf Arm2

detector. In the left plot, the contribution to the error bars of σn is dominated by the

uncertainty on dσn/dE for large values of kn and by the uncertainty on elasticity correction

– 14 –

Figure 10: The energy flow (left) and multiplicity (middle) of the forward neutrons measured by LHCf.
Inelasticity determined from the neutron measurements is shown in the right panel. The filled circles show
the inelasticity calculated when the leading particle is neutron while the open circles are calculated whatever
the leading particle is [22].

(k), the photons are mostly produced by the decay of neutral pions, whose energy distribution is
characterized by the multiparticle production sharing the rest of the fractional energy inelasticity =
1 - k. Through the measurements of the energy spectra at 6 rapidity ranges, LHCf determined the
energy flow and multiplicity of the forward neutrons as shown in Fig.10. The inelasticity (1 − 𝑘) is
also determined and shown in Fig.10 right. The energy flow and multiplicity are well reproduced by
the EPOS-LHC and QGSJET II-04 models while the other models predict larger energy flow near
the peak at 𝜂 = 9 to 10. Considering the experimental uncertainty, the inelasticity is well explained
by the models tested here.

The neutral pions (𝜋0) are identified by determining the energy and impact position, hence the
4-momenta, of photons, and reconstructing the invariant mass of the photon pairs. Fig.11 shows
the invariant mass distribution measured by the LHCf experiment [23]. A clear peak at 135 MeV
corresponds to the photon pair events decayed from 𝜋0’s produced at the interaction point. By
summing up the momenta of the photon pair, the cross section of 𝜋0 production in

√
𝑠 = 7 TeV 𝑝-𝑝

collisions is reconstructed as shown in Fig.12 [24]. Here the results are compared with the post-
LHC cosmic-ray models and they are well bracketed by the predictions by EPOS-LHC (magenta)
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C. Background subtraction

Background contamination of two-photon !0 events by
hadron events and the accidental coincidence of two pho-
tons not coming from the decay of a single !0 are sub-
tracted using the so-called ‘‘sideband’’ method.

Figure 4 shows an example of the reconstructed two-
photon invariant mass distribution of the experimental data
of Arm1 in the rapidity range from 9.0 to 9.2. The energy
scale correction discussed in the previous section has been
applied. The sharp peak around 135 MeV is due to !0

events. The solid curve represents the best fit of a compos-
ite physics model to the invariant mass distribution of the
data. The model consists of an asymmetric Gaussian dis-
tribution (also known as a bifurcated Gaussian distribution)
for the signal component and a third-order Chebyshev
polynomial function for the background component. The
dashed curve indicates the background component.

Using the expected mean (m̂) and 1" deviations ("l for
lower side and "u for upper side) of the signal component,
the signal window is defined as the invariant mass region
within the two solid arrows shown in Fig. 4, where the
lower and upper limits are given by m̂! 3"l and m̂þ 3"u,
respectively. The background window is constructed
from the two sideband regions, ½m̂! 6"l; m̂! 3"l$ and
½m̂þ 3"u; m̂þ 6"u$, that are defined as the invariant mass
regions within the dashed arrows in Fig. 4.

The rapidity and pT distributions of the signal
[fðy; pTÞSig] are then obtained by subtracting the back-
ground distribution [fðy; pTÞBG], estimated by the back-
ground window, from the signal-rich distribution
[fðy; pTÞSigþBG] selected from the signal window. The
fraction of the background component included in the

signal window can be estimated using the likelihood func-
tion [LBGðy; pT; m##Þ] characterized by the best-fit third-
order Chebyshev polynomial function. For simplicity,
LBGðy; pT; m##Þ is shortened as LBG in the following
text. Thus the signal distribution with background sub-
tracted is given by

fðy;pTÞSig¼fðy;pTÞSigþBG!Rðy;pT;m̂;"l;"uÞfðy;pTÞBG;
(4)

where Rðy; pT; m̂;"l;"uÞ is the normalization for the back-
ground distribution and written as

Rðy;pT;m̂;"l;"uÞ¼
Rm̂þ3"u
m̂!3"l

LBGdm##Rm̂!3"l
m̂!6"l

LBGdm##þ
Rm̂þ6"u
m̂þ3"u

LBGdm##

:

(5)

D. Unfolding of spectra

The raw rapidity–pT distributions must be corrected for
unavoidable reconstruction inefficiency and for the smear-
ing caused by finite position and energy resolutions. An
iterative Bayesian method [39,40] is used to simulta-
neously correct for both effects. The advantages of an
iterative Bayesian method with respect to other unfolding
algorithms are discussed in another report [39]. The un-
folding procedure for the data is organized as follows.
First, the response of the LHCf detectors to single !0

events is simulated by toy MC calculations. In the toy MC
simulations, two photons from the decay of !0s and low
energy background particles such as those originating in a
prompt photon event or a beam pipe interaction are traced
through the detector and then reconstructed with the event
reconstruction algorithm introduced above. Note that the
single !0 kinematics that are simulated within the allowed
phase space are independent of the particular interaction
model that is being used. The background particles are
simulated by a hadronic interaction model, which is dis-
cussed later, since the amount of background particles is
not directly measured by the LHCf detector.
The detector response to !0 events depends on rapidity

and pT, since the performance of the particle identification
algorithm and the selection efficiency of events with a
single-photon hit in both calorimeters depend upon the
energy and the incident position of a particle. The recon-
structed rapidity—pT distributions for given true rapidity—
pT distributions then lead to the calculation of the response
function. Then the reconstructed rapidity and pT spectra
are corrected with the response function that is equivalent
to the likelihood function in Bayes’s theorem. The correc-
tions are carried out iteratively whereby the starting point
of the current iteration is the ending point of the previous
iteration. Statistical uncertainty is also propagated from
the first iteration to the last. Iteration is stopped at or
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FIG. 4 (color online). Reconstructed invariant mass distribu-
tion within the rapidity range from 9.0 to 9.2. Solid curve shows
the best-fit composite physics model to the invariant mass
distribution. Dashed curve indicates the background component.
Solid and dashed curves indicate the signal and background
windows, respectively.

O. ADRIANI et al. PHYSICAL REVIEW D 86, 092001 (2012)

092001-6

Figure 11: The invariant mass distribution of the photon pairs observed by the LHCf Arm1 detector [23].

and QGSJET II-04 (blue), which are commonly used in the EAS simulations. In more detail, it
is found that EPOS-LHC produces more 𝜋0’s than the LHCf measurements at the highest energy
while QGSJET II-04 is opposite. Because 3500 GeV is the beam energy, a finite cross section of
𝜋0 production close to the beam energy predicts a generation of very gamma-ray-like showers by
primary protons. This is an essential background in the modern ground-based gamma-ray telescopes
such as the Cherenkov Telescope Array and the small difference between the models at the highest
energy affects the estimate of the BG contamination into the gamma-ray shower selection as studied
in [25]. Though the collision energy at the LHC is a few orders of magnitude higher than the energy
of interest in the gamma-ray astronomy, it is also proved that the photon production cross sections
at the LHC and the RHIC show excellent scaling in the phase space of 𝑥𝐹 and 𝑝𝑇 as shown by
LHCf [26] and RHICf [27]. Here Feynman 𝑥𝐹 is defined as 2|𝑝𝑧 |/

√
𝑠. The relation of the forward

photon production cross section between the experimental results and the model predictions hold
in the energy range of 𝐸𝑙𝑎𝑏 = 1014 eV to 1016.4 eV. This means the 𝜋0 production cross section
shown in Fig.12 is crucial to select the relevant interaction model to predict hadronic BG into the
electromagnetic shower identifications.

7. Recent topics

So far, we mainly review the results of the inclusive measurements, where we focus only
on the particles of interest but ignore the other activities. Though the exclusive measurements,
where we constrain the process using the all produced particles, are almost impossible, some cross
sections defined under controlled condition can be defined. Also measurements at different collision
energies, production cross sections of mesons except pions such as 𝜂 and 𝐾 connected with 𝑠-quarks
are also important measurements for EAS physics. Here some recent activities are listed up.

• Scaling of the forward 𝜋0 and forward photons are studied by LHCf [24] and RHICf [27] and
using the old UA7 data [28]. They conclude a nice scaling with appropriate variables.

10



P
o
S
(
U
H
E
C
R
2
0
2
4
)
0
3
2

Hadronic interaction at LHC T. Sako

and larger yields with respect to LHCf data in the pT
regions below and above 0.1 GeV. DPMJET and PYTHIA

predict larger π0 yields than both LHCf data and other
models over the entire rapidity range. The same discussion

on the popcorn model in the previous Sec. VI A can be
applied to the predictions of SIBYLL, DPMJET, and PYTHIA.
LHCf pz distributions are shown in Fig. 11. Figure 12

presents the ratios of pz distributions predicted by the

FIG. 7. LHCf pz distributions (filled circles) in pþ p collisions at
ffiffiffi
s

p
¼ 7 TeV. Error bars indicate the total statistical and systematic

uncertainties. The predictions of hadronic interaction models are shown for comparison: DPMJET (solid red line), QGSJET (dashed blue
line), SIBYLL (dotted green line), EPOS (dashed-dotted magenta line), and PYTHIA (dashed-double-dotted brown line).

FIG. 8. Ratios of LHCf pz distributions to the pz distributions predicted by hadronic interaction models in pþ p collisions atffiffiffi
s

p
¼ 7 TeV are shown by solid red line (DPMJET), dashed blue line (QGSJET), dotted green line (SIBYLL), dashed-dotted magenta line

(EPOS), and dashed-double-dotted brown line (PYTHIA). Shaded areas indicate the range of total uncertainties of the LHCf pz
distributions.

O. ADRIANI et al. PHYSICAL REVIEW D 94, 032007 (2016)

032007-12

Figure 12: The differential cross sections of very forward 𝜋0 production measured by LHCf [24]. The
different panels show the results in the different 𝑝𝑇 ranges.

• Production cross section of very forward 𝜂 mesons by LHCf [29]. The model dependence
larger than the 𝜋0 case is strongly constrained by the measurement.

• Production cross section of 𝐾 mesons in the central rapidity by ATLAS [30]. They measured
evolution of 𝐾 production as a function of the leading-jet 𝑝𝑇 , which is related to the level of
the multi-parton interaction.

• Production of strange hadrons such as 𝐾 , Λ, Ξ, Ω relative to 𝜋± are measured by ALICE [31].
More strange hadrons are produced as the central multiplicity increases, which means more
QGP-like interaction occurs.

• The production cross sections of very-forward photons by LHCf are further classified using
the information of the ATLAS central detector. The very-forward photons in the diffractive-
like events, where no charged particle was observed in the central rapidity, have harder energy
spectrum than the inclusive photons [32].

• Feasibility of further joint analyses between ATLAS and LHCf is studied at the MC level
[33]. Phase space coverages of the interaction between the beam proton and virtual pion
cloud, identification of single diffractive events using the ATLAS Forward Proton (AFP)
system/ALFA and identification of Δ resonance using the AFP/ALFA and LHCf are reported.

• ALICE reported the muon bundle observation of EASs observed 80 m underground [34].
While they cannot determine the energy of the individual EAS, using MC simulation they
estimated the corresponding primary energy range to be 4×1015 to 6×1016 eV. Comparing
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with the cosmic-ray model predictions, they concluded the muon bundle observation suggests
a heavy mass composition such as Irons in this energy region..

Finally, but most excitingly to the cosmic-ray community, the LHC decided to realize the
collisions of Oxygen beams (𝑝-𝑂 and 𝑂-𝑂) in 2025. While the heavy ions used at the colliders so
far are Lead in LHC and Gold in RHIC, this is the first ion collisions directly relevant to simulate
the cosmic-ray particles hitting the atmosphere nuclei. The impact of this measurements to the CR
physics is summarized in [35]. Although, as we have seen in this review, the cosmic-ray models
have been well tuned to reasonably explain the various LHC measurements, the predictions in
the Oxygen collisions have still a large model dependence. This is because our knowledge of the
nuclear effect, how multiple nucleons participate in a single nuclear collision, is not sufficient. As it
happened 15 years ago, initial minimum-bias events coming from the LHC Oxygen collisions will
make major updates of the cosmic-ray models.

8. Summary

In the past 15 years, the high-energy particle physicists recognized that the cosmic-ray models
describe the LHC results very well as we have seen in this review. In the various measurements,
comparisons with the cosmic-ray model predictions as well as the HEP models become a standard
recipe. More dedicated analyses specifying the underlying process are ongoing. In other words,
the models have more information to tune their physics implemented. In the same period, the
cosmic-ray community has recognized the existence of the muon puzzle. However, even using the
knowledge from the LHC, it is still an open question. The Oxygen collisions happening in 2025 will
bring a break through in this situation and will be one of the most exciting and fruitful collaboration
between the cosmic-ray community and the HEP community.

We also demonstrated some precise measurements of the very forward 𝜋0’s and photons by
LHCf and RHICf. These measurements are important to constrain the model uncertainties in the
BG estimation of the ground-based gamma-ray observations.
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