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data.
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1. Introduction

The High Luminosity phase of the Large Hadron Collider (HL-LHC) is due to begin operation
in the late 2020s and run until the early 2040s. During this time, the ATLAS and CMS experiments
are expected to have collected over ten times more data than they will have recorded during the first

three LHC runs. In order to achieve this unprecedented milestone, ATLAS and CMS will operate

at an instantaneous luminosity which is over three times higher than today, with a peak leveled

pileup of 200 (up from 30-60 currently). Given these conditions, it’s clear as illustrated in Figure

1 that computing resources will fall short unless significant R&D occurs. The following HL-LHC
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Figure 1: Projected evolution of ATLAS compute usage from 2020 until 2036, under the conservative (blue)
and aggressive (red) R&D scenarios [1].

software upgrades fall into several broad themes:

Adapting to heterogeneous platforms - GPUs offer large parallel processing capabilities
and excel at tasks such as the training of deep learning models. However, the paradigm for
programming these devices differs significantly from classical x86 processors and supporting
a heterogeneous set of accelerator technologies therefore also represents a major software
development challenge.

New approaches with Machine Learning (ML) - ML algorithms have long since been used
in HEP, although the recent rapid advancements in hardware and algorithms are proving to
play a central role for many improvements in nearly all areas of the field.

Cross-experiment R&D projects - the sharing of common software between different exper-
iments will free up resources that were previously spent on duplicate solutions to problems
observed with multiple detectors.

'""Meat-and-potatoes' developments - this category encompasses all of the needed devel-
opments that follow from the installation of new sub-detectors and includes the detector



Software Upgrades for the High-Luminosity LHC David R. Shope

descriptions in simulation, digitization (electronics simulation including extensive modeling
of radiation damage), and associated reconstruction algorithms.

2. Software Upgrades By Domain

2.1 Triggering

During HL-LHC operation, ATLAS and CMS will receive a ~threefold increase in both
trigger rate and data size per event, necessitating significant trigger upgrades (both in hardware and
software) in order to cope with such conditions. Currently, custom hardware triggers reduce the
data rate from 40 MHz down to O(100) kHz, while heterogeneous computing farms lower it further
to O(1) kHz through partial reconstruction and triggering of the events in software. The direction
of research in this domain lies in the further utilization of hardware accelerators such as GPUs
and FPGAs, which implies a significant change in the way that the associated software is written.
In CMS, GPU-enabled reconstruction in the High-Level Trigger (HLT) since the start of Run 3
has reduced execution time by ~40% while simultaneously reducing power consumption by 30%
[5, 6]. ALICE and LHCDb, on the other hand, have successfully deployed a model in which hardware
triggers have been removed since the start of Run 3. In the case of ALICE, the triggers have been
removed entirely, leading to a continuous readout with online compression of the 50 kHz Pb-Pb raw
data in software and an online computing farm in which 95% of the processing workload runs on
GPUs [2, 4]. For LHCb, a fully software-based trigger system has been employed, running at the
full 30 MHz readout rate of the detector [3, 4]. In order to further investigate innovative computing
technologies (both hardware and software) in the design of future data acquisition strategies, a
project by the name of NextGen Triggers has been established this year and is expected to play a
significant role in shaping the future of triggering at the LHC [7].

2.2 Event Generation

Monte Carlo event generators are projected to use 10-20% of the computing resources at the
HL-LHC [1]. Run 4 will see the need for both high-statistics inclusive samples as well as the
efficient population of exclusive phase-spaces, all while maintaining the best available accuracy.
Many avenues for speeding up the generation of events are being explored, as outlined by the HEP
Software Foundation (HSF) Generator Working Group [10]. For example, the MadGraph4GPU
project aims to speed up the matrix element calculation in MC5aMC on GPUs and vector CPUs
[11] and has successfully demonstrated up to an 80-fold increase in total throughput for generating
pairs of top quarks with additional gluon emission using an NVidia Tesla A100 GPU. Efforts to
parallelise the entire parton-level event generation are also underway, including the Pepper project
[13] which emphasises portability between different architectures through the use of the Kokkos
programming model [12].

2.3 Detector Simulation

Detector simulation is (today) the largest CPU consumer on the computing grid, with time
overwhelmingly spent in the calorimeter [15]. The careful optimization of the Geant4 parameters
in full detector simulation has proven fruitful in reducing its CPU consumption, with a factor of
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~two improvement in speed observed in both ATLAS and CMS since Run 2 [21]. GPUs also offer
a promising solution to the problem of slow simulation, with two projects under development for
electromagnetic particle transport - AdePT [23, 24] and Celeritas [22, 25] - and LHCb pursuing
options such as Opticks [26] and Mitsuba3 [27] for the simulation of optical photons.

Despite these improvements in the full simulation of detectors, producing physics-accurate
simulations in a fraction of the current time will be critical for HL-LHC programs. Traditionally, fast
simulation methods have relied on parameterizations of the detector response using e.g. principal
component analysis (PCA). In recent years, generative ML techniques have shown significant
promise as a replacement [19]. For example, ALICE has established an impressive 100x speed-up of
the Zero Degree Calorimeter using Variational Auto-Encoders (VAEs) and Generative Adversarial
Networks (GANs) [14], while ATLAS has employed GANs for calorimeter simulation [16] and
coupled with a Fast ATLAS Track Simulation (FATRAS) is able to achieve an order of magnitude
improvement in speed as compared with full simulation of the detector [17].

Parameterization of the high level response of a detector can also enable a fast reconstruction.
For example, CMS is exploring the usage of normalizing flows (generative models for PDFs) in
a workflow referred to as Flashsim in order to produce their reconstructed event format directly
usable for downstream physics analysis directly from generated events [18]. LHCb is also devel-
oping LAMARR, a Gaudi-based framework for ultra-fast simulation which currently uses Gradient
Boosted Decision Trees (GBDTs) for efficiency modeling and a GAN for reproducing high-level
physics distributions [20].

2.4 Event Reconstruction

Historically, reconstruction software has largely been developed independently by each ex-
periment. In recent years, there’s been a shift towards common software written to be adaptable
to multiple experiments. One example of this is A Common Tracking Software Project (ACTS)
[28, 29], which offers an experiment-independent toolkit for the reconstruction of charged particle
trajectories with a core implementation based on modern (C++) and thread-safe code. Work is also
ongoing to interface ACTS with accelerators through the traccc project [30], which has the goal of
mapping procedural (non-ML) tracking algorithms such as the Combinatorial Kalman Filter (CKF)
onto GPUs without algorithmic compromises. ML solutions have also been explored for track
reconstruction, for example the GNN4ITk project aims to apply a Graph Neural Network (GNN)
to the problem of track finding in the ATLAS Inner Tracker (ITk) to be installed for Run 4. A
first look at the physics performance of the GNN-based pipeline compared with the CKF algorithm
demonstrates that the GNN provides competitive tracking efficiency, as well as a high quality track
parameter resolution [31].

Due to the increase in event pileup during HL-LHC operation, a significant contamination of the
hard-scatter interaction with uncorrelated activity would severely degredate physics performance
with current detectors and algorithms. One common solution to mitigate this issue is the introduction
of new sub-detectors with enhanced timing capabilities (often with time resolution O(10 ps)) [8, 9].
Fully exploiting this additional timing information requires in many cases the redesign of existing
reconstruction algorithms.
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2.5 Data Analysis

Analysing the vast amount of data that will be available at the HL-LHC is itself a challenge,
as current workflows do not scale. Even the storage of the data is an issue if adaptation isn’t
made, due to the limited availability and cost of disk/tape resources. Several efforts are ongoing to
make the data more compact and easier to process downstream, including an improved encoding in
ROOT’s RNTuple [32, 35] and smaller (~10 kb/event) data formats such as PHYSLITE in ATLAS
[33] and NanoAOD in CMS [34]. Simultaneously, a clear trend is also emerging (aided by a
budding ecosystem of associated python libraries) in how events are processed - namely through a
new paradigm known as columnar analysis [36], which proceeds through operations on arrays for
batches of events (as opposed to one event at a time in an event loop).

In the future, it may become possible for data analysis to be a highly interactive experience,
minimizing the time it takes to iterate between ideas and plots [37]. As a result, the concept
of an analysis facility [38] is taking shape, which would feature several key characteristics: data
consolidation at the site, accessibility to those outside the site, and the ability to perform both a
distributed and interactive analysis style with all the tools readily availabie (including ML resources).

3. Summary and Outlook

Meeting the challenges brought on by the HL-LHC requires not only hard work and innovation
in hardware, but in software as well. It’s critical that baseline upgrade-related software workflows are
already in place today, as they inform studies impacting new detectors as (or before) they are built.
Many promising ideas for leveraging new technologies in the areas of heterogeneous platforms
and machine learning applications are actively being pursued. In particular, Large Language
Models (LLMs) have seen an explosion in popularity in recent years and are being adapted for not
only conventional natural language use-cases in HEP such as the summarization of collaboration
documentation and the auto-parsing of log files, but also to process scientific data e.g. during
particle reconstruction [43].

As we look toward the future, it’s important at the same time to provide support for legacy data.
Firstly, this entails compliance with the CERN Open Science policy [39] by providing open data
to the public [40, 42] and with the preservation of analysis through the reproduction of workflows
using tools such as REANA [41]. In addition, consideration must also be given to the feasability of
running old data and MC in the latest version of software. On the one hand, this potentially poses
a real challenge if older data can no longer be accessed and utilized. On the other hand, major
investment is required for maintenance, including for detectors that are no longer taking data.
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