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1. Introduction

Virtually all current large-scale simulations of lattice QCD are Markov chain Monte Carlo
(MCMC) simulations based on the Hybrid Monte Carlo (HMC) algorithm [1] or one of its variants,
with fermions represented indirectly using pseudofermions [2]. Under these general assumptions,
the cost of sampling independent configurations can be approximately described by a scaling law
involving three terms:

cost ∝ 𝑉 𝑧𝑉𝑚−𝑧𝜋
𝜋 𝑎−𝑧𝑎 . (1)

This does not take into account the computation of observables, which may exceed the cost of
generating configurations but is beyond the scope of this discussion.

Volume scaling The volume scaling is caused by the need to decrease the integration step size
in the HMC with increasing volumes to achieve constant acceptance rates in the accept-reject step,
or equivalently, constant variances of the energy violations during trajectories. The details depend
on the integrator, but even with the simplest choice of a (second order) leapfrog integrator, the
overall scaling behavior is relatively mild with an exponent 𝑧𝑉 = 1 + 1/4 [3, 4]. More generally,
for an integrator of order 𝑛, the exponent is given by 𝑧𝑉 = 1 + 1/2𝑛 [5]. Ultimately, it is difficult
to envisage an algorithm achieving better than linear volume scaling, as the computational cost of
updating the degrees of freedom in the system necessarily grows with the system size.

Pion/quark mass scaling The scaling in the pion mass or the square root of the quark mass
can be attributed to the presence of smaller eigenvalues of the Dirac operator. As a consequence,
the condition number of the Dirac operator increases, and the solver requires more iterations until
it converges. Additionally, the small eigenvalues of the Dirac operator tend to fluctuate strongly,
which leads to increased variations in the fermion forces. This, in turn, means that smaller integrator
step sizes are required to avoid instabilities. Historically, simulations at physical pion masses and
reasonable lattice spacings and volumes seemed to be infeasible up until the early 2000s [6], but
various algorithmic advancements [7–21] over the years have made those simulations possible.
Finally, unlike the other two scaling terms, the pion mass is typically bounded from below around
its physical value. Most calculations are targeted around the physical point and do not require chiral
extrapolations, which prevents the mass scaling problem from becoming excessively severe.

Lattice spacing scaling Finally, the scaling in the lattice spacing is a consequence of the fact that
MCMC algorithms are used to sample field configurations. Naively, one might expect a Langevin-
like quadratic scaling of the autocorrelation times with the inverse lattice spacing when using the
HMC algorithm [22], but the presence of topological sectors seems to lead to a significantly worse
scaling behavior and large autocorrelation times for both quenched and dynamical simulations
[23–29]. Empirically, the scaling of the integrated autocorrelation times has been found to be
compatible with a critical exponent 𝑧𝑎 ≈ 5–6, or alternatively an exponential scaling in the lattice
spacing. Although this issue was not a practical concern for a long time, it has persisted since the
earliest days of lattice QCD and affects not only topological observables, but also the correctness
of non-topological quantities. There has been progress in recent years in addressing both general
critical slowing down [30–84] and topological freezing [85–104], although the majority of the more
widely used methods circumvent the latter problem.
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2. Critical slowing down and topological freezing

The particularly unfavorable scaling with the lattice spacing is not unique to QCD and has been
observed in other topologically non-trivial theories, including two-dimensional CPN−1 models [105–
108] and U(N) gauge theories [58, 90, 109, 110], as well as the Schwinger model [62, 64, 76, 90] and
four-dimensional SU(N) gauge theories [28, 29, 97, 111–113]. A common feature of these theories
in the continuum is that the field space is divided into disconnected sectors separated by infinitely
high action barriers. On the lattice with periodic boundary conditions, these barriers remain finite
but grow as the continuum limit is approached. This becomes problematic for conventional update
algorithms, which traverse the configuration space in a pseudo-continuous fashion. Relevant regions
of the configuration space are separated by low probability density regions, and transitions between
topological sectors become increasingly unlikely. For very fine lattice spacings below ∼ 0.04 fm,
a considerable amount of computational effort is required to correctly sample different topological
sectors, and the ergodicity of the simulation is threatened. For a more detailed discussion of the
problem and various solutions that have been proposed, we refer to recent review articles [114–117].

Figure 1 shows the scaling of the integrated autocorrelation times for 2×2 Wilson loops and the
squared clover-based topological charge for unit length trajectory HMC updates, heat bath updates
[118–122], and a combination of heat bath and overrelaxation updates [123–125]. Both observables
were measured after 31 stout smearing steps with a smearing parameter 𝜌 = 0.12.
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Figure 1: Scaling of integrated autocorrelation times with the lattice spacing for different update algorithms
in four-dimensional SU(3) gauge theory, using the Wilson gauge action (figure taken from [97]). The data
are compatible with power-law fits in the lattice spacing.

For the 2 × 2 Wilson loops, the increase of the integrated autocorrelation times is compatible with
a critical exponent 𝑧𝑎 ≈ 1–2, which is consistent with the behavior observed for larger 4 × 4 and
8 × 8 loops (not shown here). In contrast, the scaling of the integrated autocorrelation times of the
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squared topological charge is compatible with a critical exponent 𝑧𝑎 ≈ 5, and their magnitudes start
to surpass those of other observables for lattice spacings below 𝑎 ≈ 0.08 fm. Among the update
algorithms considered here, the combination of heat bath and overrelaxation updates appears to
be the most efficient in terms of both update sweeps and computational cost. However, while the
values may vary by approximately an order of magnitude across the different update schemes, the
overall scaling behavior remains consistent. A more detailed discussion of the results can be found
in our previous work [97].

Similarly, Figure 2 shows the scaling of the integrated autocorrelation times for the corre-
sponding observables after 30 smearing steps, using the HMC algorithm, for different gauge actions
within a one-parameter family that includes plaquettes and planar 1 × 2 Wilson loops.
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Figure 2: Scaling of integrated autocorrelation times with the lattice spacing for different gauge actions
using the HMC in four-dimensional SU(3) gauge theory [126]. The DBW2 and Iwasaki results for the finest
lattice spacings were excluded from the fits, as there were not sufficient samples for an accurate estimate.
Qualitatively similar scaling behavior was also observed for local update algorithms (1HB+4OR), albeit with
smaller autocorrelation times.

While the autocorrelation times of the 2 × 2 Wilson loops are compatible with each other for the
different gauge actions, there is more than an order of magnitude of difference for the squared
topological charge between the action with the shortest and the longest observed autocorrelation
times. Among the gauge actions considered here, the problem is most severe for the DBW2 action
[127], followed by the Iwasaki action [128], the Lüscher-Weisz action [129], and finally the Wilson
gauge action [130]. As one would expect for the DBW2 and the Iwasaki actions [24–27, 29], the
problem is severe enough that there are not sufficient samples to accurately estimate the integrated
autocorrelation times of 𝑄2

𝑐 at the finest lattice spacing.
It is important to emphasize that the results shown in Figure 1 and Figure 2 do not imply that

Wilson loops are entirely unaffected — their coupling to the slow topological modes may simply
be too weak to detect at the given level of precision. Finally, the uncertainties on the dynamical
critical exponents are presumably underestimated, and should be interpreted as a qualitative guide
rather than a precise determination of the continuum scaling behavior.
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3. Parallel Tempered Metadynamics

Metadynamics [95, 131] is an enhanced-sampling method that introduces an adaptive bias
potential, 𝑉𝑡 (𝑠(𝑈)), which evolves over simulation time 𝑡 and depends on a set of collective
variables (CVs) {𝑠𝑖}. In principle, these CVs may be arbitrary functions of the underlying degrees
of freedom {𝑈} of the system, but when used in combination with the HMC or other molecular-
dynamics-based algorithms, they must also be differentiable. During the simulation, the potential
is iteratively updated by adding kernel functions 𝑔(𝑠), typically Gaussians with height 𝑤𝑖 and width
𝛿𝑠𝑖 , centered at the current point in CV space. Over time, the bias potential converges towards the
negative free energy as a function of the CVs, up to a constant offset [132, 133]. Equivalently, this
can be interpreted as flattening the marginal distribution over the CVs. Assuming a setup with 𝑁

collective variables, the bias potential at simulation time 𝑡 is given by

𝑉𝑡 (𝑠) =
∑︁
𝑡 ′≤𝑡

𝑁∏
𝑖=1

𝑔
(
𝑠𝑖 − 𝑠𝑖 (𝑡′)

)
. (2)

Unbiased expectation values with respect to the original probability distribution can be recovered
through reweighting, although correctly handling the time-dependent probability distribution re-
quires some care. Various approaches have been suggested in the literature on how to address this
problem [134], but a simpler alternative is to use a static bias potential derived from one or more
prior simulations with dynamic potentials. In this case, the simulation resembles a multicanonical
simulation [135, 136].

For pure gauge theory, we use the clover-based definition of the topological charge as the CV
after applying 4 stout smearing steps with a smearing parameter 𝜌 = 0.12 to the gauge fields. To
distinguish this choice from other definitions of the topological charge, the CV is denoted by 𝑄meta.
Further details and the rationale behind the choice of CV can be found in [97]. The bias potential
introduces a new force term in addition to the already existing force terms when using the HMC. 1

Since we only use a single CV, the new contribution is given by

𝐹𝜇,meta(𝑛) = − 𝜕𝑉

𝜕𝑄meta

𝜕𝑄meta

𝜕𝑈
(𝑠)
𝜇𝑠 (𝑛𝑠)

𝜕𝑈
(𝑠)
𝜇𝑠 (𝑛𝑠)

𝜕𝑈
(𝑠−1)
𝜇𝑠−1 (𝑛𝑠−1)

. . .
𝜕𝑈

(1)
𝜇1 (𝑛1)

𝜕𝑈𝜇 (𝑛)
, (3)

with implicit summations over the lattice sites 𝑛𝑖 and the Lorentz indices 𝜇𝑖 . The derivative of
the bias potential with respect to 𝑄meta is trivial to compute, but the remaining terms are more
complicated. In particular, computing the derivative of the smeared gauge fields 𝑈 (𝑠) after 𝑠 stout
smearing steps with respect to the unsmeared fields 𝑈 is a nontrivial task, but the procedure corre-
sponds to the force recursion used for stout smeared (fermion) actions [137]. It is computationally
advantageous to evaluate the force from left to right, i.e., to start with the derivative with respect
to the maximally smeared fields. Still, the computational overhead is considerable for pure gauge
theory, as seen in Figure 3. In four-dimensional SU(3) gauge theory, our implementation of the
Metadynamics-HMC (MetaD-HMC) algorithm with four stout smearing steps is approximately 20
times slower than the standard HMC algorithm when using the Wilson gauge action. For the DBW2

1In principle, local update algorithms could be used, but they would be extremely inefficient due to the non-local
nature of the smeared CV.
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action, the relative overhead is lower — around a factor of 6 — due to the increased baseline cost of
the momentum updates from the additional 1 × 2 Wilson loops. As one might expect, the majority
of the overhead stems from the stout force recursion and the smearing. However, in simulations
with dynamical fermions, the relative computational overhead of the MetaD-HMC is expected to
be significantly smaller — around 20 % for the setup discussed in Section 4.
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Figure 3: Breakdown of the computational costs for the MetaD-HMC algorithm for four-dimensional SU(3)
gauge theory.

In addition to the computational overhead, the reweighting required to obtain unbiased estimators
of observables must also be considered, as it can lead to large statistical uncertainties, depending
on the overlap between the original and modified probability distributions. In this context, while
Metadynamics reduces the autocorrelation times of topological observables [95, 96, 138, 139], its
benefits may be partially offset by the increased statistical uncertainties introduced by reweighting
[97, 139]. One contributing factor is the oversampling of configurations with large |𝑄 |, which can
be avoided by an appropriate modification of the bias potential. As it is expected that the topological
charge distribution is well approximated by a Gaussian distribution for sufficiently large volumes,
a possible approach is to preserve the relative weights of individual sectors while flattening only
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the barriers separating them. This can be achieved via singular spectrum analysis [140] or similar
techniques that separate different contributions to the bias potential.

The remaining reweighting overhead comes from the oversampling of configurations in the
barrier regions between topological sectors. Since these states are necessary for tunneling between
different sectors, they cannot be entirely avoided. However, the reweighting can be circumvented
by introducing a second, unbiased simulation stream and periodically proposing swaps between the
two streams [97], as illustrated in Figure 4. By construction, all measurements performed on the
unbiased stream require no reweighting. In this sense, our approach shares similarities with parallel
tempering in boundary conditions [99].

with
bias potential

without
bias potential

𝑄meta 𝑄meta

update

update

update
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swap
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swap

𝑄 = 5
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𝑄 = −2
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... ...

Figure 4: Illustration of the Parallel Tempered Metadynamics (PT-MetaD) algorithm [97], where the two
columns represent separate simulation streams. The bias potentials are depicted at the top, while subsequent
rows represent the time evolution, with different shades distinguishing configurations for better visibility. 𝑄
values are illustrative and do not correspond to results from an actual simulation.

As long as both streams use the same physical action, the acceptance probability of swaps is
determined solely by the difference in the bias potential, since the action difference is given by

Δ𝑆𝑀𝑡 =
[
𝑆𝑀𝑡 (𝑈1) + 𝑆(𝑈2)

]
−

[
𝑆𝑀𝑡 (𝑈2) + 𝑆(𝑈1)

]
= 𝑉𝑡 (𝑄meta,1) −𝑉𝑡 (𝑄meta,2).

(4)

The numeric indices of the quantities indicate the stream number, 𝑆𝑀𝑡 is the action including the bias
potential, and 𝑉𝑡 represents the bias potential. In particular, this means that the swap accept-reject
steps require no additional inversions of the Dirac operator in simulations with dynamical fermions.
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4. Extension to full QCD

In some ways, the application of (Parallel Tempered) Metadynamics is inherently better suited
for simulations with dynamical fermions than for pure gauge theory. Essentially all large-scale sim-
ulations already rely on HMC-based update algorithms, and smeared fermion actions are commonly
used, so the stout force recursion required for computing the bias force described in Equation 3
is already implemented in many simulation codes. However, dynamical fermions significantly in-
crease the computational demands, which limits the number of configurations that can be generated.
In pure gauge theory, the buildup of the bias potential seems to require O

(
104) updates, which is

no longer feasible in this setting. Therefore, improvements in the efficiency of the bias potential
buildup are necessary before the algorithm can be considered viable for large-scale simulations.

While it is possible to adjust the height 𝑤 and width 𝛿𝑄 of the Gaussians used to construct
the bias potential, this comes with a trade-off between the buildup speed and the accuracy of the
potential. Larger values of 𝑤 and 𝛿𝑄 can accelerate the buildup in some sense, but lead to larger
fluctuations [132] and a coarser resolution in CV space, respectively. Instead, we focus on strategies
that accelerate the buildup process with little to no sacrifice of smoothness and convergence.

An obvious improvement is to incorporate the parity symmetry present in both pure gauge
theory and full QCD into the buildup process [141]. By simultaneously updating the potential at
both 𝑄meta and −𝑄meta, the buildup is effectively accelerated by a factor of 2.

Another strategy we employ is an extension of standard Metadynamics known as well-tempered
Metadynamics [142], where the bias deposition rate decays as the potential grows. In this approach,
the update procedure of the potential is modified to

𝑉𝑡+1(𝑄) = 𝑉𝑡 (𝑄) + exp
(
−𝑉𝑡 (𝑄)

Δ𝑇

)
𝑤 exp

(
−

(
𝑄(𝑡) −𝑄

)2

2𝛿𝑄2

)
, (5)

where Δ𝑇 is a newly introduced tunable parameter. In the limit Δ𝑇 → 0, the method reduces to
regular importance sampling without a bias potential, while for Δ𝑇 → ∞, it becomes equivalent to
standard Metadynamics. The damping introduced by Δ𝑇 allows for a larger initial Gaussian height
𝑤 while still producing a smooth potential after thermalization. However, this modification also
causes the potential to converge towards − Δ𝑇

1+Δ𝑇 𝑆(𝑄), up to a constant offset. Therefore, some care
must be taken when choosing Δ𝑇 , as values that are too small can result in a bias potential that is
too weak to overcome the action barriers.

Finally, the most significant speedup in our setup is achieved by using multiple parallel simula-
tion streams (usually referred to as multiple walkers) that share and update the same bias potential
[143]. This leads to a near-linear speedup, approximately equal to the number of walkers. The
method is also advantageous from a computational perspective, as it can be almost trivially paral-
lelized, requiring only minimal communication between the simulation streams.

For an initial test study, we performed 𝑁 𝑓 = 2 simulations with the DBW2 gauge action
and 4stout staggered fermions [144] at 𝑎𝑚 = 0.02 with a smearing parameter of 𝜌 = 0.125.
The configurations were generated using the Rational Hybrid Monte Carlo (RHMC) algorithm
[145–148] on a 𝑉 = 164 lattice at 𝛽 = 1.05. These parameters were not chosen because of their
physical relevance, but rather due to constraints on the available computational resources. An
attempt at rough scale setting using the Wilson flow scales

√
𝑡0 [149] and 𝑤0 [150] suggests that
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these parameters correspond to an inverse lattice spacing of around 3.5 GeV–4.0 GeV, or ∼ 0.05 fm,
which implies a volume of approximately (0.8 fm)4. As the collective variable, we use the clover-
based topological charge with six steps of stout smearing with a smearing parameter of 𝜌 = 0.12,
which is a slight increase compared to the pure gauge case.

With the aforementioned strategies, we were able to reduce the number of required deposited
Gaussians to O(1000) updates per walker, and six walkers in total. While this may be sufficient
for relatively small lattices commonly used in finite temperature simulations, there is certainly still
room for improvement. Figure 5 depicts the time series of the buildup, while Figure 6 shows the
resulting bias potential and its SSA-modified counterpart after 5000 RHMC trajectories per walker.
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Figure 5: Time series of the clover-based topological charge during the bias potential buildup phase of a
Metadynamics run with six walkers in a dynamical QCD simulation.
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Figure 6: QCD bias potential constructed from six parallel walkers with 5000 RHMC trajectories for each
walker. The modified potential was obtained from the original potential using singular spectrum analysis.
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Using the modified bias potential shown in Figure 6, we performed a PT-MetaD simulation under the
same parameters as before to compare it with a conventional RHMC simulation. The corresponding
time series of the topological charge are depicted in Figure 7, and the summed charges of the two
PT-MetaD simulation streams can be seen in Figure 8.
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Figure 7: Time series of the clover-based topological charge of an unbiased RHMC run compared to a
simulation using PT-MetaD in full QCD.
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Figure 8: Time series of the summed clover-based topological charges and collective variables from both
PT-MetaD streams.

The new algorithm successfully unfreezes the otherwise completely frozen system within the given
number of trajectories, but the autocorrelation time of the topological charge still seems to be
rather long. In particular, the measurement stream does not change the topological sector after
the first 2000 trajectories, and Figure 8 reveals several extended periods where the system lingers
between well-defined topological charges, e.g., at around 2500 or 5000 trajectories. A possible
explanation for this behavior is an insufficiently thermalized bias potential, which is supported by
the observation that the barrier heights of the extracted potential vary between different sectors. We
have previously observed similar behavior in tests in the pure gauge case. Additionally, the small
physical volume of the lattice and the associated suppression of the topological susceptibility may
also partially contribute to the long autocorrelation times and explain why no configurations with
|𝑄 | > 1 were observed.
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5. Conclusion

The computational cost of lattice QCD simulations primarily depends on the volume, the
pion mass, and the lattice spacing. While the volume scaling is close to linear, and algorithmic
advancements have significantly alleviated the challenges associated with small pion masses, critical
slowing down and topological freezing towards the continuum limit remain problematic. Notably,
topological freezing appears to exhibit a universal behavior across different update algorithms and
choices of gauge actions. Although the integrated autocorrelation times vary between different
setups, the overall scaling behavior seems to be consistent and compatible with a dynamical critical
exponent 𝑧𝑎 ≈ 5–6.

Using a combination of Metadynamics and parallel tempering, it is possible to unfreeze
previously frozen systems and re-enable transitions between topological sectors. The inclusion of
a bias potential leads to decreased autocorrelation times, and reweighting can be avoided by using
two simulation streams in a parallel tempering setup. One stream with a bias potential serves as a
tunneling stream, and a second stream without a bias potential is used for measurements. As long
as the physical actions and parameters on both streams are the same, the swap acceptance rates only
depend on the bias potential, even when including dynamical fermions.

The algorithm is successful in four-dimensional SU(3) gauge theory, and initial tests in QCD
simulations with dynamical fermions also appear promising, but the currently used bias potential
seems to be suboptimal due to limited statistics. While we were already able to reduce the required
buildup time of the potential, further improvements would be desirable. Future work will focus on
improving and accelerating the construction of the bias potential, as well as extending simulations to
more realistic parameters — such as larger volumes, lighter quark masses, and a different action — to
assess the algorithm’s speedup potential for phenomenologically relevant simulations. Additionally,
we plan to explore synergies with other improved sampling methods and potential applications to
theories beyond QCD.
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