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1. Introduction

The most efficient and widely used method of solving linear equations for the generation of
propagators in lattice QCD is multigrid [1-9]. The multigrid preconditioner is created by exposing
the near null space of the Wilson-Dirac operator, D, through the generation of test vectors. These
test vectors are rich in components that correspond to the low eigenmodes of D and are used to
create the coarse grid matrices defining the multigrid preconditioner hierarchy. The number of test
vectors used to create the coarse grid matrices must be chosen judiciously. Too many test vectors
results in larger and denser coarse grid matrices which are expensive to apply. Too few test vectors
will result in a preconditioner which cannot effectively reduce the error, leading to an increase in
the number of iterations required of the outer iterative solver.

In this article, a modification of the setup method for the multigrid preconditioner of Wilson
type fermions is presented, which improves the basis of test vectors used to create the coarse grid
matrices by calculating an enlarged basis of test vectors. This basis is subsequently truncated using
a singular value decomposition, which retains the components of the test vectors that have the
largest contribution to the basis. Numerical results are reported for anisotropic lattices from the
Hadron Spectrum Collaboration and isotropic lattices from the MILC Collaboration.

2. Multigrid for Wilson Fermions
In the adaptive multigrid framework, the smoother is applied on the homogenous equation
Dy;~0, i=1,....m (D

with m random initial guesses to create a set of m near null or test vectors, ¥ = [Yq, ..., ¥, ] [24].
This reveals the components of the error that the smoother is not able to easily resolve, e.g. the
low frequency components of the error. These smooth test vectors are then blocked according to a
domain decomposition of the underlying lattice, which then become the columns of the prolongator
matrix, P. The restriction matrix, R, is typically taken to be R = P'. The test vectors generated
display the phenomenon known as local coherence, wherein the smooth modes approximate the
low eigenspace of D on a given local domain [13, 14]. However, the success of the multigrid
preconditioner for the Wilson-Dirac operator relies on “chiral splitting”, wherein the smooth test
vectors are split into chiral components using the projectors 1 + y5 [1]. The application of these
projectors to the smooth test vectors splits the spin components of ¥ such that

= =1,2 =1,2
= =3,4 =3,4
\I;(a 1) _ [lpiﬁ )".', (ﬁ )]’

where « labels the chiral index and S labels the spin index of the test vectors. The chirally split test
vectors are then orthonormalized on a given domain of the spacetime lattice Aj € A = {Ay,...,Agq}
and the prolongator is formed as

yi(x) ifxeA;

0 otherwise ~

Paij(x) = { 3)
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where x denotes the lattice coordinate and color indices have been suppressed. This results in a
block diagonal matrix of dimension n X 2md, where d = |A|. The use of the projectors 1 + ys
enforces the symmetry ys P = Po3, where o0 is the third Pauli spin matrix, which ensures that if a
right singular vector is in the range of P, a left singular vector is in the range of R. The coarse grid
matrix is formed by

D¢yy =RD/P. “4)

This process is repeated recursively beginning with the coarse grid operator D¢, to form succes-
sively coarser grids. The projector (1 + yg) is used to perform the chiral splitting, where yg =03
for ¢ > 0. Typical applications of multigrid in lattice QCD utilize the multigrid hierarchy in a
K-cycle [25] as a preconditioner for a flexible outer solver such as FGMRES or GCR.

3. Chiral Rank-k Truncations of the Multigrid Basis

The use of rank-k truncations for the multigrid basis of smooth test vectors was given in
Ref. [22] and was shown to increase the performance of the multigrid preconditioner for two-
dimensional anisotropic heat diffusion equations. It was also used in Ref. [23] to form composite
aggregate preconditioners in bootstrap AMG. The extension of this method to Wilson fermions in
lattice QCD is straightforward. Guided by the required chiral splitting in the conventional set up
method, the singular value decomposition is performed separately on the chiral components of the
initial set of m smooth test vectors, with m > k, given by Eq. (2). Let ULV’ = ¥(®) (A ;) be the
singular value decomposition of ¥(®) (A 7). Then

UI({Q)ZI(CQ)VIEQ)T ~ Paj\P(a,l’+l)(xC) (5)

with @ = 0, 1, is the best rank-k approximation to the initial basis ¥(®) (A 7). By matching variables
in Eq. (5), we observe that Ulia) = P,j and Z‘.](C‘Z)V]i“)T = W@ (), with x. a coarse grid
coordinate. The prolongator is then formed as

(a) .
u; "' (x) ifxeA;
! (0)

0 otherwise

Paij(x) :{

where P is of dimension n X 2kd. As the singular value decomposition creates a basis of m
orthonormal left singular vectors, the orthonormalization step of the conventional method on the
truncated basis is not needed.

4. Numerical Experiments

The setup method with chiral rank-k truncations is tested against conventional multigrid for
two different types of lattice ensembles. The first, which we refer to as Ensemble A, corresponds to
an anisotropic lattice of dimension 323 x 256 with a pion of mass m; ~ 239 MeV from the Hadron
Spectrum Collaboration [17, 18]. The gauge links arising from these configurations are stout
smeared [26]. See Ref. [19] for more information relating to these lattices, including scale and mass
determination. The second, which we refer to as Ensemble B, corresponds to an isotropic lattice of
dimension 323 x 64 with a pion of mass m, ~ 220 MeV from the MILC Collaboration [20, 21]. In
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this Clover on HISQ action, the gauge links are smeared with one iteration of HYP smearing [16].
Ref. [15] contains more information on the determination of the relevant physical properties of this
ensemble. All experiments were performed on eight nodes with Intel Xeon Gold 6130 processors
with 2 X 16 cores. In all experiments, a hierarchy of three multigrid operators is used and the results
are averaged over ten right hand sides.

4.1 Size of the Multigrid Basis

As the size of the initial multigrid basis m is increased, it is natural to expect that more
information about the near null space is captured by the preconditioner, leading to improved
convergence of the linear equations. Typical applications of multigrid in lattice QCD use between
24 and 32 test vectors. However, the chiral rank-k truncation allows us to calculate an initial basis
size of m > k and incorporate information from the test vectors that the conventional setup method
ignores. It is thus important to quantify the performance increase offered by increasing m. Fig. 1
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Figure 1: The mean solve time as a function of the initial basis size for Ensemble A (left) and Ensemble B
(right). The bottom and top y-axis displays m for levels £ = 0, 1, respectively.

shows the mean execution time for solving the systems of linear equations for both Ensemble A and
Ensemble B. The basis is truncated at k = 24, 32 for levels £ = 0, 1, respectively. A general trend is
observed for both ensembles: as m is increased, the mean execution time decreases. This is inline
with expectations that additional information from the exposed smooth modes is made available to
the preconditioner. It is also observed that a saturation in the speedup begins between m = 96 and
m = 128, indicating that the modes beyond m = 96 contribute very little to reducing the error.

4.2 Optimal Truncation

The number of test vectors used to create the prolongation and restriction matrices is an
important determination. Too few vectors results in a poor preconditioner and too many test vectors
results in large and dense coarse grid matrices that are expensive to apply. It is thus important
to examine the rank of the truncation utilized. The singular spectra of the test vectors provides
some information for this determination. Fig. 2 shows the singular spectrum of the chirally split
test vectors for the first domain, which is representative of other domains. It is observed that the
spectrum for both ensembles displays a rapid decay of the singular values. The magnitude of the
24th singular value is approximately two orders of magnitude lower than that of the first. This
indicates that including left singular vectors into the basis beyond this approximate cutoff will have
a small overall contribution to the low rank approximation of the multigrid basis.
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Figure 2: The singular spectrum for the chirally split test vectors on the first domain for level ¢ = 0 (top) and
¢ =1 (bottom) of Ensemble A (left) and Ensemble B (right).
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Figure 3: The mean execution time for the system of linear equations when the degree of the truncation is
varied using an initial basis size of m = 96 for Ensemble A (left) and Ensemble B (right). The bottom and
top y-axis displays k for levels € = 0, 1, respectively.

Fig. 3 displays the mean execution time of the system of linear equations when the degree of the
truncation, k, is varied for a constant value of m = 96. This value of m was chosen as larger values
of m provide only a small decrease in execution time. For both ensembles, the optimal truncation is
observed to be at k = 24. For Ensemble A this is comparable to k = 16, while Ensemble B exhibits
a distinct minimum at k = 24.

4.3 Optimal Number of Setup Iterations

The number of set up iterations of the smoother to generate the test vectors may also have a
large effect on the efficacy of the preconditioner. It is thus beneficial to examine the performance of
the preconditioner while varying the number of setup iterations while generating the test vectors.

Figs. 4 and 5 display the total number of iterations required on each level £ as well as the mean
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Figure 4: The total number of iterations on £ = 0 (upper left), £ = 1 (upper right), £ = 2 (lower left) and the
mean solve time of the system of linear equations for Ensemble A.
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Figure 5: As Fig. 4 for Ensemble B.

execution time. For both ensembles, a value of m = 96 and k = 24 is used, which was found to
be the optimal values as observed in Figs. 1 and 3. In both cases, it is observed that the total cost
of solving the system of linear equations is reduced in comparison to conventional multigrid for
all number of setup iterations on every level. Additionally, the use of the chiral rank-k truncation
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results in a preconditioner that is less sensitive to the number of setup iterations.
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Figure 6: The normalized number of iterations on level £ = 1 (top) and £ = 2 (bottom) for Ensemble A (left)
and Ensemble B (right).

While the chiral rank-k truncation setup method is observed to decrease the total cost of solving
the linear equations, it is important to quantify the performance of the preconditioner on each level
per iteration due to the use of the K-cycle. In a K-cycle, multiple iterations of the solver on level
€+ 1 occur for each iteration on level £. To examine the cost per iteration on each level, the number
of iterations on level £ + 1 is normalized by the number of iterations on level £. Fig. 6 displays the
normalized cost for levels € = 1, 2 on both ensembles. It is observed for both ensembles across all
number of setup iterations that the cost per iteration is greater for the preconditioner that utilizes the
chiral rank-k truncation. This is consistent with expectations that more information about the low
frequency components of the error is being transferred to the coarse grids where more iterations
can be performed at significantly less cost.

4.4 Lattice Volume Scaling

We now examine the volume dependence of the set up methods with and without the chiral
rank-k truncation as the volume of the hypercubic lattice is increased. The system of linear equations
are solved on three lattice volumes of spatial extent Ly = 24,32, 40 and temporal extent L, = 64 and
my ~ 220 MeV with the Clover on HISQ action'. The parameters of the calculation were chosen
from the near optimal setup parameters and used across all three volumes. To examine the scaling
with the lattice volume, the mean execution time of the system of linear equations preconditioned
by both methods is measured across all three volumes, shown in Fig. 7. For all three volumes, the
preconditioner using chiral rank-k truncations shows a decrease in execution time in comparison to
the conventional method.

IThe same lattice of Ly = 32 is used here as in the preceding numerical results.
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Figure 7: The performance of both MG preconditioners as the lattice volume is increased.

5. Summary

We have presented a modification to the setup algorithm for the multigrid preconditioner for
systems of linear equations of Wilson fermions. The chiral rank-k truncation utilizes a singular
value decomposition of the chiral components of the test vectors restricted to a domain of the lattice.
By calculating out a large basis of test vectors, the singular value decomposition is able to truncate
the basis to the fewest vectors containing the largest contribution to the low rank approximation of
the basis. In all numerical experiments, the use of the chiral rank-k truncation results in a decrease
in the time required to solve the system of linear equations.
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