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1. Introduction

In recent years, a rich programme has been developed to apply methods of artificial intelligence
and machine learning (AI/ML) to lattice field theories (LTFs), see e.g. Refs. [1-3]. One particular
direction is the use of ML to generate LFT configurations, going beyond standard approaches, such
as hybrid Monte Carlo (HMC) [4]. One reason is the notion that a well-trained ML model will
generate new configurations fast, with reduced auto-correlations and possibly not suffering from
critical slowing down. Evidence for this can be found in e.g. Refs. [5, 6] and can intuitively be
understood as follows: in a trained model each configuration is generated starting from a fresh initial
configuration, which is sampled from a simple prior, rather than from a long chain of configurations
with potentially lingering correlations. Besides this important promise, it is noted that LFT is an
ideal playground to learn and develop ML approaches in the context of theoretical physics.

Generally speaking, there are two schemes to devise ML algorithms to generate configurations:

* Generate configurations by approximating the (unnormalised) target distribution, p(¢) ~
e=5(#)_ directly, as is done in e.g. normalising flow [5—12] and variations thereof, such as
continuous normalizing flow [13—-16] and stochastic normalizing flow [17, 18];

* Approximate the underlying distribution by learning from data, i.e. previously generated
ensembles, as is done in e.g. GANs [19] and diffusion models, discussed here.

Recently we have introduced diffusion models in the context of LFTs. We have explored the
relation between diffusion models and stochastic quantisation in scalar field theory in Refs. [20, 21]
and extended this to U(1) gauge theories in Ref. [22]. In Ref. [23] we studied in detail the evolution
of higher-order cumulants, encoding the interactions in field theory, and compared two popular —
variance-exploding and variance-preserving or DDPM — schemes. At this conference, we also
showed first results of the application of diffusion models for theories with a complex action in
which configurations are generated using complex Langevin dynamics [24]. Further connections
between diffusion models and field theory are pointed out in Refs. [25, 26]. In this contribution we
give a high-level overview, referring to the references above for further detail.

2. Diffusion models and stochastic quantisation

Diffusion models are an extremely popular approach in Generative Al, used by e.g. DALLE-E
[27] and Stable Diffusion [28]. Interestingly, the method is based on concepts in non-equilibrium
physics, with one of the pioneering papers called Deep unsupervised learning using non-equilibrium
thermodynamics [29]. Some obvious questions are:

* Can one use diffusion models in lattice field theory?
* Is there a physics connection with existing methods?
* Is the method competitive with other approaches?

The first two questions are answered positively in Ref. [20], which also contains encouraging
indications for the third one. As mentioned, more details can be found in Refs. [21-24].
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Figure 1: Sketch of the forward and backward processes in a diffusion model. The forward process, with
t =0...T,evolves configurations representing the target distribution pg to ones forming a simpler distribution
pr, while the backward process, with 7 =T . . . 0, reverses this to generate new configurations (“‘denoising”).
The additional term in the backward process, V4 log p+(¢), is the score, which is approximated by a neural
network. From Ref. [20].

Diffusion models work in combination with a previously obtained set of images or configu-
rations, representing the target distribution po(¢). During the forward process, these images are
made blurry or noisy, using a stochastic process. During the backward process, this is reversed and
new images or configurations are created (“denoising”), starting from a normal distribution. This
setup is illustrated in Fig. 1. The crucial difference between the forward and backward process is
the presence of the so-called score, V4 log p(¢), which controls the convergence of the backward
process. The score is approximated by a neural network and learnt during the forward process.

In the simplest case, with no drift applied during the forward process (i.e. f(¢, ) = 0in Fig. 1),
the stochastic equations read

forward: 0rp(x,t) = g(t)n(x, 1), (1)
backward: 0:¢(x,7) = g2(T -17)Vylogp(p, T —7)+g(T —1)n(x, 7). 2)

Here n(x,t) ~ N(0,1) is Gaussian noise with variance 1, applied locally at each pixel or lattice
coordinate, and g(¢) is the diffusion coefficient, setting the time-dependent noise strength. A
common choice is g(r) = o'/, with o > 1. Compared to Fig. 1, we have redefined time in the
backward process, 7 — T — 7, such that 0 < ¢, 7 < T. Importantly, the time intervals are finite. The
scheme with no drift, as in Eqgs. (1, 2), is commonly referred to as the variance-exploding scheme,

2t/T

since the variance increases in time as E[¢?(x, )] ~ o*/T, such that the noise will dominate the

signal at the end of the forward process. A detailed analysis of the evolution of the higher-order
moments and cumulants can be found in Ref. [23].
If we assume that the score follows from a time-dependent distribution,

1
p(¢.1) = — exp[=S(¢.1)] = Vylogp(¢,1) =-VS(¢.1), 3)

the backward process takes a familiar form

0:¢(x,7) = —g*(T = T)VS(, T — 7) + g(T — T)n(x, 7). 4)
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Figure 2: Flow chart indicating the relation between stochastic quantisation and diffusion models in the
case of lattice field theory. Starting from the defining theory (top left), new configurations (top right) can
be generated via stochastic quantisation or via the application of a diffusion model, trained on pre-existing
configurations (bottom left). From Ref. [20].

One cannot help but notice that this is similar to the equation encountered in stochastic quantisation,
i.e., path integral quantisation via a stochastic process in a fictitious time [30, 31],

0:0(x,7) =-VS(p,7) + \/En(x, 7). 5

Besides the normalisation of the noise (which can be changed by rescaling the time step), we note
the following:

* stochastic quantisation:
— the drift is time-independent and determined by a known action;
— the noise variance is constant (but this can be generalised using kernels [31]);
— the dynamics consists of a thermalisation stage followed by evolution in equilibrium during
which measurements are made.

* diffusion models:
— the drift or score is not known a priori but is learnt from data;
— the score and diffusion coefficient are time-dependent;
— the evolution consists of many short runs (0 < 7 < 7T'), with measurements taken at 7 = T’;
— correlations between runs starting from a simple prior should be absent and generated
configurations can be used as proposals in a Markov chain with reduced auto-correlation.

A flow chart summarising the relation between stochastic quantisation and diffusion models is given
in Fig. 2. If all algorithms are working well, the ensembles generated bottom left and top right are
all representative of the target distribution p(¢) ~ exp[—S(¢)].

3. Two-dimensional scalar fields

We have applied the diffusion model in the variance-exploding scheme to a A¢* theory on a
two-dimensional lattice, with parameter choices in the symmetric and broken phase [20]. The results
shown here are obtained on a volume of 322. Training data is generated using Hybrid Monte Carlo;

IKernels change the dynamics but leave the stationary solution unchanged; for a recent application, see e.g. Ref. [32].
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Figure 3: Denoising process in a two-dimensional scalar field theory. Four independent configurations are
generated at the end of the backward process (7 = 1), with clusters characteristic of the broken phase. From
Ref. [20].

for the results shown here the diffusion model was trained using a U-net architecture on ensembles
with 5120 independent configurations. Fig. 3 shows the denoising process in action during the
backward process: four independent configurations are generated, with clusters characteristic of
the broken phase appearing at the end of the backward process (7 = 1). For a detailed discussion,
including comparisons of the susceptibility, the Binder cumulant and higher-order cumulants, as
well as correlation times and acceptance rates, we refer to Refs. [20, 23].

To illustrate how the diffusion model interpolates between the prior and the target distribution,
we show in Fig. 4 the evolution during the backward process of the drift (top row) and the time-
dependent action (middle row) learnt by the diffusion model in the case of a simple model with one
degree of freedom, with the action

1 1
S(¢) = 5#2¢2 + 58‘254, wW==+1,g=04 6)

The dashed lines indicate the exact (target) results, and coloured lines show the evolution from
7 = 0 (blue) to 7 = 1 (ref). The bottom row finally shows samples generated directly from the target
distribution and from the trained diffusion model. It is worth pointing out that the diffusion model
can only learn where data is available, which explains the deviations seen for larger values of |¢| in
the top and middle rows.

4. Outlook

In this contribution we have only shown the start of a programme to apply diffusion models to
generate configurations in lattice field theory and supplement existing ensembles. Indeed, directions
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Figure 4: Toy model: Drift terms (upper row) and effective actions (middle row) learned by the diffusion
model as a function of ¢ in both single-well (left column) and double-well (right column) actions, for various
values of the time 7 during the stochastic process. The action is shifted by a constant ASy. The dashed lines
indicate the exact values. The bottom row shows 1024 samples generated using the target distribution and
the trained diffusion model. From Ref. [20].

to go into are plenty. Gauge theories can be included combining insights from stochastic quantisation
and gauge-equivariant networks [6, 33, 34]. The first application to a U(1) gauge theory can be found
in Ref. [22]. Fermions can be included implicitly, with their presence imprinted on bosonic field
configurations generated in theories with fermions. An interesting direction is to apply diffusion
models to theories with a sign or complex action problem, learning the (real and semi-positive)
distribution from configurations generated by complex Langevin dynamics, which is not known a
priori [35-38]. This is further discussed in Ref. [24]. Finally, in all cases it is important to make
the algorithm exact, by including an efficient accept-reject step, and demonstrating an improvement
over existing algorithms, e.g. by evading critical slowing down. Work in all these directions is
currently in progress.
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