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In strongly coupled field theories, perturbation theory cannot be employed to study the low-energy
spectrum. Thus, non-perturbative techniques are required. We employ the variational method,
a rigorous, non-perturbative approach which provides variational upper bounds on the energy
eigenstates of the theory. An essential step in the variational method is the choice of trial wave
function. In this work, we study the viability of employing a neural network as our variational
ansatz. As a first step towards phenomenologically interesting strongly coupled theories like
quantum chromodynamics, we study scalar field theories with quartic couplings.
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1. Introduction

Given a quantum mechanical Hamiltonian, �̂�, a general, non-perturbative approach to studying
the energy eigenvalues is the variational method. This approach is based on the observation that
for any normalizable trial wave function |Ψ⟩, the expectation value of the Hamiltonian provides an
upper bound on the ground state energy, 𝐸0 [1]. The variational method proceeds by first postulating
a flexible ansatz for the wave function which depends on a number of free parameters, which may
be varied to lower the expectation value of the Hamiltonian. The central challenge to variational
calculations is the selection of a suitable ansatz.

Neural networks (NN) are a computational model employed in machine learning. For a
variety of NN activation functions, it has been shown that they satisfy a Universal Approximation
Theorem, which guarantees that with a suitably complex NN, it is possible to approximate a function,
𝑓 : R𝑛 → R such that | 𝑓 − NN| < 𝜖 for any 𝜖 > 0. In addition, NN software packages implement
auto-differentiation which enables the automatic computation of gradients required for parameter
optimization. Therefore, it is interesting to explore the possibility of employing a NN as a variational
ansatz. Here, we study simple quantum mechanical systems using the variational method, with a
NN trial wave function. In particular, in this proceedings, we describe the determination of a ground
state variational bound for interacting scalar field theories in 𝑑 = 0 + 1 and 𝑑 = 3 + 1 dimensions.

2. Methods

2.1 Lattice Hamiltonians

The Hamiltonian �̂� for an anharmonic oscillator is given by

�̂� =
𝑝2

2𝑚
+ 1

2
𝜇2𝑥2 + 𝜆𝑥4 , (1)

where 𝑝 and 𝑥 are the momentum and position operators, respectively, 𝑚 is the mass and 𝜇 is the
stiffness. In the non-interacting system where 𝜆 = 0, it can be shown that the normalized energy
eigenfunctions are

⟨𝑥 |𝜓𝑛⟩ = 𝜓𝑛 (𝑥) =
1

√
2𝑛 𝑛!

(√
𝑚𝜇

𝜋

)1/4
𝑒−

√
𝑚𝜇

2 𝑥2
𝐻𝑛

( [√
𝑚𝜇𝑥2]1/2)

, (2)

where 𝑛 = 0, 1, 2 . . . , 𝐻𝑛 (𝑥) are the Hermite polynomials and 𝐸𝑛 = (1/2 + 𝑛)𝜇/
√
𝑚 are the energy

eigenvalues. The ground state energy eigenfunction is 𝜓0(𝑥) ∝ exp
(
−
√
𝑚𝜇𝑥2/2

)
.

In 𝑑 = 3 + 1, the continuum Φ4 theory is defined by the Hamiltonian

�̂� =

∫
𝑑3𝑥

(
1
2
Π̂2(𝒙) + 1

2
(∇Φ̂(𝒙))2 + 1

2
𝑚2Φ̂2(𝒙) + 𝜆Φ̂4(𝒙)

)
, (3)

where Φ̂ and Π̂ are the field operator and its conjugate momentum. The lattice discretized version
of this Hamiltonian in position representation with box length 𝐿 and periodic boundary conditions
is defined in Ref. [2] as

𝐻 =
∑︁
𝒏∈Λ

©«−1
2

𝜕2

𝜕Φ(𝒏)2 + 1
2

3∑︁
𝑗=1

(
Φ(𝒏 + 𝑗) −Φ(𝒏 − 𝑗)

2

)2

+ 1
2
𝑚2Φ(𝒏)2 + 𝜆Φ4(𝒏)ª®¬ , (4)
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where the lattice sites are Λ = {n|𝑛𝑖 = 1, 2, . . . , 𝐿 for 𝑖 = 1, 2, 3}, the lattice spacing has been set
to unity, 𝑗 are unit vectors and 𝑚 is the mass of the field. One can show that the ground state
wavefunctional for the non-interacting system is given by

𝜓0(Φ(n1), . . . ,Φ(n𝐿3)) = 1
𝑁

exp

(
−1

2

∑︁
𝑖, 𝑗

Φ(𝒏𝑖)𝐾𝑖 𝑗Φ(𝒏 𝑗)
)
, (5)

where 𝑁 is a normalization constant and 𝐾is the kernel defined as 𝐾2
𝑖 𝑗
= 𝜇2𝛿𝑖 𝑗 − 1

4
(
𝛿𝑖+1, 𝑗 − 𝛿𝑖−1, 𝑗

)2.

2.2 The Variational Method

We use the variational method to study the energy eigenvalues of the Hamiltonians described
in the previous section. We employ a trial wave function |Ψ;𝛼⟩ which depends on the variational
parameters 𝛼 = {𝛼0, 𝛼1, . . . } and optimize these parameters by minimizing the energy of the system
given by

⟨𝐻⟩ (𝛼) =
∫

𝐷𝜎Ψ∗(𝜎;𝛼)𝐻Ψ(𝜎;𝛼) =
∫

𝐷𝜎 |Ψ(𝜎;𝛼) |2Ψ−1(𝜎;𝛼)𝐻Ψ(𝜎;𝛼) , (6)

where 𝜎 are the position-space generalized coordinates of the specific system. The measure for the
two systems studied is

𝐷𝜎 =

{ ∫ ∞
−∞ 𝑑𝑥 ,∏

n∈Λ
∫ ∞
−∞ 𝑑Φ(n) ,

(7)

respectively. By defining the local energy 𝐸loc(𝜎;𝛼) = Ψ−1(𝜎;𝛼)𝐻Ψ(𝜎;𝛼), the expectation value
of the Hamiltonian can be computed using Monte Carlo techniques. Specifically, the Monte Carlo
estimate for the energy is

⟨𝐻⟩ (𝛼) ≈ 1
Ncf

∑︁
𝑖

𝐸loc(𝜎 (𝑖) ;𝛼) , (8)

where𝜎 (𝑖) with 𝑖 = 1...,Ncf are field configurations distributed according to |Ψ(𝜎;𝛼) |2. In practice,
we use the Metropolis-Hastings algorithm to generate these configurations [3, 4].

For this study, we use
Ψ(𝜎;𝛼) = 𝜓0(𝜎) · NN(𝜎;𝛼) , (9)

for both the anharmonic oscillator and Φ4 systems. NN(𝜎;𝛼) is a neural network whose inputs are
the values of the generalized coordinates of the system and ℎ𝑖 are the activation functions, which
in this work are chosen to be sigmoids. The weights (𝑾 (1) ,(2) ) and the biases (𝑩(1) ) of the NN are
the variational parameters. In the case of a field theory, the NN architecture is visualized in Fig. 1.
We employ the Variational Monte Carlo (VMC) algorithm [5], also pictured in Fig. 1, to obtain
variational estimates of the ground state energy.

3. Results

In Fig. 2 (top-left) the energy evolution for a harmonic oscillator (𝜆 = 0) with 𝜇 = 𝑚 = 1
is shown and compared with its exact value. It shows approximate saturation of the bounds (i.e.
⟨𝐻⟩ (𝛼) ≈ 𝐸0) for this system and after ∼ 10 epochs we already achieve a good approximation of
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Figure 1: Left: Neural network architecture serving as the ansatz for a quantum field system in a 𝐿3 lattice.
Right: Flowchart of the VMC algorithm.

the ground state. Results for different 𝜆, number of epochs and sizes of Monte Carlo samplings
are portrayed in Fig. 2 (top-right) together with the perturbative values from Ref. [6]. As these
perturbative values are obtained by truncating an asymptotic series, they present an uncertainty. We
have estimated its value by

𝛿𝐸
(𝑛∗ )
0 =

1
2

(
𝐸

(𝑛∗+1)
0 − 𝐸 (𝑛∗ )

0

)
, (10)

where 𝑛∗ is the order at which the series truncated. In the plot, it can be observed that the variational
results fall always, within a 1𝜎 − 2𝜎 margin of error, inside the band generated by this error.

Having obtained satisfying results and performance of these simpler systems, the same
operations have been applied to the Φ4 field theories in an 𝐿 = 4 cubic lattice, showing also
satisfactory convergence and bound saturation in Fig. 2 (bottom-left), as well as agreement between
the variational and perturbative results in Fig. 2 (bottom-right). The first contrast is that the quantum
mechanical system, takes 42 s/epoch while the field system takes 1h 20 min/epoch, meaning that
the latter is 115 times more efficient. This is due to the fact that the algorithm performance scales
with the lattice volume.

4. Summary and Future Outlook

Using the neural network ansatz, we obtained variational upper bounds in agreement with the
perturbative results for scalar field theories in 𝑑 = 0+1 and 𝑑 = 3+1 dimensions and different values
of the coupling. The algorithm takes around 10-15 epochs to achieve convergence. For the 𝑑 = 3+1
system, less values of 𝜆 are explored, due to the computational cost of this system. Possible future
research directions could focus on optimizing the algorithm so that the computational cost is lower
allowing further exploration of 𝜆, computing eigenvalues above the ground state, and studying other
quantum field theories with this approach.
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M and PID2020-118758GB-I00, financed by the Spanish MCIN/ AEI/10.13039/501100011033/.
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Figure 2: Left: Variational bound on the ground state energy for the anharmonic oscillator (top) and Φ4 field
theory (bottom), obtained from the gradient descent algorithm as a function of the epoch for Ncf = 104, where
the exact ground state energy is also plotted (black dashed line). Right: Variational bound’s dependence on
the strength of the coupling for the anharmonic oscillator (top) and Φ4 field theory (bottom). The shaded
band shows the perturbative result taken from Ref. [6].
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