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1. Introduction

The convergence of Artificial Intelligence and Machine Learning technologies in IT operations
management, known as Artificial Intelligence Operations (AIOps), marks a pivotal advancement
designed to automate the intricate monitoring and analysis of the extensive data produced by IT
systems. This innovative field aims to significantly reduce the need for human intervention, thereby
enhancing operational efficiency. A prime example of the challenges AIOps seeks to address can
be observed at the Computing Center of the Institute of High Energy Physics IHEP CC), which
grapples with the complexities of managing a hybrid storage solution. This setup combines disk
and tape systems, specifically the Lustre and EOS file systems, boasting capacities of SOPB and
58PB, respectively. Supported by a formidable array of 87,552 CPU cores and 219 GPU cards,
IHEP’s computational resources are indispensable for cutting-edge high-energy physics research
[1]. However, the institute’s extensive computing and storage infrastructure and large user base
generate a significant volume of daily system logs, alerts, malfunctions, and user support tickets
[2].

Such a scenario underscores the necessity for sophisticated and intelligent operational man-
agement strategies to tackle the intricate demands of system maintenance effectively. In response,
the IHEP Computing Center has pioneered several innovative solutions, including implementing
a Helpdesk platform to streamline operational issues and manage requests more efficiently. De-
spite these advances, maintaining continuous operations management for the computing cluster and
promptly addressing user queries with a limited staff remains daunting.

Developing a question-answering (QA) system to assist operational staff with daily tasks
and basic user inquiries is crucial to mitigate these challenges. By enabling natural language
interactions with a large model for rapid problem resolution and professional document queries,
such a system promises to significantly alleviate the operational staff’s workload, thereby enhancing
overall efficiency.

The recent surge in advancements in large language models, such as ChatGPT [3], ERNIE
[4], and Llama [5], has significantly propelled the field of Natural Language Processing (NLP)
forward, particularly in its ability to generate text that closely mirrors human writing. These models
have demonstrated exceptional performance across various applications, from engaging in casual
conversations to addressing standard queries [6]. However, their application in specialized domains,
especially for handling domain-specific queries, must be improved by their limited exposure to
specialized texts during the pre-training phase. This limitation frequently results in less-than-
optimal performance in scenarios that demand a deep understanding of domain-specific knowledge.
Employing targeted strategies for secondary pre-training and fine-tuning can substantially improve
the ability of these models to address questions within specialized domains.

Although secondary pre-training and fine-tuning are effective in imbuing models with new
domain knowledge, these processes are notably resource-intensive, inefficient, and risk catastrophic
forgetting as models need help assimilating new information at lower learning rates. On the other
hand, an increase in the learning rate might compromise the model’s performance in different
areas. Consequently, the model’s training must be approached with caution. The Retrieval-
Augmented Generation (RAG) [7] technology offers a promising solution by providing additional
contextual information from vector knowledge database, enabling large language models to adapt
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more effectively to diverse tasks and domains, enhancing their performance in specific subtasks [8].
Moreover, it facilitates ongoing learning and updates by retrieving the latest information, ensuring
that models continue to improve over time without requiring frequent and extensive retraining.

This paper delves into the potential of leveraging large language models within the operational
domain of IHEP. By compiling daily operational logs and Helpdesk QA datasets and conducting
fine-tuning on the Xiwu [9], which is specialized for the HEP domain, we have equipped the
model to adeptly handle queries related to the computing cluster’s usage and operations in HEP
experiments. Furthermore, we have developed a RAG framework that bolsters model performance
by integrating external knowledge, thereby enabling the querying of local databases for system
manuals and documents to enhance the accuracy and reliability of answers.

2. Related Works

2.1 Intelligent Question-answering System

In 1950, Turing and others proposed a Turing Test to determine whether a machine could think
[10]. This test is considered the earliest prototype of QA systems. QA systems are typically defined
in academia as NLP applications aimed at automatically understanding questions posed by users
in natural language and providing accurate, concise answers from one or more text sources. QA
systems attempt to mimic the human ability to answer questions, requiring an understanding of the
intent and complexity of the question and the ability to retrieve, understand and refine the correct
answer from a vast amount of information resources.

Early researchers mainly focused on using computational linguistics techniques to improve the
performance of answer systems. Until the end of the twentieth century, the rapid development of
the Internet brought a massive amount of online textual material, ushering QA systems into the
era of text. Nowadays, with the development of GPU computing power, the richness of datasets,
and the rapid advancement in deep learning, pre-trained language models such as BERT [11], GPT
[12], and TS5 [13] have shown powerful semantic representation capabilities and are often used to
build QA systems [14].

2.2 Large Language Model

Large Language Models, encompassing tens or hundreds of billions of parameters, primarily
utilize the Transformer architecture and are trained on extensive text datasets. Notable examples
include GPT-3 [15], PaLM [16], QWEN [17], and Llama [5]. These models markedly enhance the
scaling of the model, the diversity of the pre-training data, and the computational resources required
compared to conventional machine learning models [6].

LLMs excel in parsing natural language more accurately and producing high-quality textual out-
puts tailored to specific contexts. A unique aspect of LLMs is their "emergent abilities"—capabilities
that manifest exclusively in large-scale models. These abilities differentiate LLMs from earlier
pre-trained models, enabling them to manage various downstream tasks adeptly without bespoke
parameter modifications. Through Instruction Tuning, LLMs can adapt to new tasks autonomously,
showcasing robust generalization capabilities. Furthermore, unlike smaller models, LLMs can
navigate complex multi-step reasoning tasks, employing strategies like the Chain of Thought (CoT)
to tackle challenging problems effectively [18].
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2.2.1 Llama2

Llama is an open-source foundational language model developed by Meta, featuring a range of
7B to 65B parameters [5]. It is built upon the transformer architecture and incorporates advanced
techniques such as pre-normalization strategies [19], SwiGLU activation function [20], and RoPE
rotary position encoding [21]. The model is trained on a publicly available dataset comprising 1.4
trillion tokens. Llama has achieved superior performance levels by selecting a subset of weights in
conjunction with a vast dataset.

Building upon Llama, Llama?2 has significantly expanded its training dataset to 2 trillion tokens
and has implemented several enhancements to boost its performance [22]. These improvements
include enhanced data cleaning, refined data mixing methods, and utilizing over 40% of tokens
for training. Additionally, Llama2 has doubled the context length, providing a broader scope
for understanding and generating text. Furthermore, the introduction of grouped-query attention
(GQA) in larger models, such as the 70B model, significantly enhances scalability, making Llama2
a more robust and efficient Al model.

2.2.2 Vicuna

Researchers investigating Vicuna [23] discovered that advanced large language models like
GPT-4, through comprehensive training and alignment with human preferences, consistently align
with human responses in question-answering tasks. To this end, they compiled dialogue data from
ShareGPT.com, segmented the extensive conversations into shorter segments compatible with the
model’s maximum context capacity, and developed training datasets of varying sizes to refine the
LLaMA base model.

Upon completing the refinement, the authors employed state-of-the-art LL.Ms, including GPT-
4, as benchmarks to assess the performance of various models. This approach offers a quick
and uniform evaluation method while substantially lowering labor expenses. Testing revealed that
Vicuna could rival GPT-4 in specific contexts at a reduced cost, marking a notable enhancement
from the original LLaMA model.

2.2.3 Xiwu

Xiwu is a large language model tailored for the high-energy physics domain developed by the
IHEP research team [9]. They introduced an innovative approach named "Seed Fission Technology",
which enables the swift generation of question-and-answer pairs pertinent to specific scientific fields.
This technique begins with a singular seed topic and produces diverse and comprehensive question-
and-answer pairs through specially designed chatbots (Newbie, Expert, and Checker). This process
created over 1000 high-quality pairs within the high-energy physics domain. Human assessments
were conducted using 5100 prompts to evaluate the efficacy of Xiwu. These assessments compared
its performance against other models, including Vicuna-13B and ChatGPT. The findings from
these evaluations demonstrated that Xiwu significantly outperformed its counterparts in handling
question-and-answer tasks related to high-energy physics. Xiwu utilized a corpus that contained
extensive information on IHEP and major scientific facilities during its training, making it an ideal
foundation model for training to address users’ questions better.
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2.3 Innovative Contributions to Large Language Models for Operational Maintenance in
High-Energy Physics

The technology underpinning traditional question-answering systems exhibits significant lim-
itations in developing an assistant for the IHEP, primarily due to data confidentiality requirements
that preclude Internet searches for a vast array of user queries, coupled with the Internet’s scant
information on IHEP and its experiments. Moreover, these systems often cater to specific fields,
whereas IHEP’s interdisciplinary research spans physics, chemistry, nuclear technology, mechan-
ics, and computer science, presenting complex challenges that defy simple expert system solutions.
Consequently, establishing a localized, robust dialogue capability and a comprehensive knowledge
base for operational maintenance within IHEP is crucial. Building upon prior research, we present
a series of innovative advancements to enhance the performance and precision of the question-
answering system for operational maintenance in high-energy physics. Our primary contributions
include:

* We meticulously collected and organized a substantial corpus from the IHEP Computing
Center’s Helpdesk platform, comprising over 4,500 high-quality, multi-turn dialogues. We
achieved this through careful data cleaning and applying advanced LLM scoring techniques.
This dataset augments research resources for IHEP’s operational maintenance and is valuable
for model training and validation.

* The development of a new operational maintenance large model, OMAI, leveraging the
cutting-edge Xiwu model in high-energy physics. By pre-training and fine-tuning with the
Helpdesk QA dataset and actual maintenance dialogues, OMALI integrates domain-specific
knowledge and exhibits enhanced question-answering capabilities, offering a more innovative,
more efficient operational maintenance solution.

¢ Incorporating Retrieval-Augmented Generation (RAG) technology bolsters the OMAI model’s
capabilities, enabling real-time access to various documentation and logs. It enhances the
model’s accuracy and reliability, providing more effective operational maintenance support.

In conclusion, this paper’s contributions represent a technical leap forward and hold consider-
able promise for practical application. By leveraging the Helpdesk QA dataset and the innovative
OMAI model, we offer a novel intelligent solution for high-energy physics operational maintenance,
poised to boost operational efficiency and user satisfaction significantly.

3. Method

3.1 Helpdesk QA dataset

Despite the broad knowledge base of large language models, they may need help to precisely
answer specific questions within certain domains. To mitigate this limitation, collecting and fine-
tuning conversational datasets from targeted fields can significantly enhance the models’ adaptability
and accuracy in these specialized areas.

In developing a training dataset for the IHEP operations and maintenance, we compiled over
12,000 tickets and 25,000 question-and-answer pairs from the Helpdesk platform. The data cleaning
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phase aimed to automate user query responses, potentially replacing the need for operations and
maintenance personnel. Initial steps involved removing tickets requiring on-site services and
employing regular expressions to eliminate non-textual elements like HTML tags, CSS styles,
and JavaScript scripts from the data. Additionally, we filtered out non-generalizable question-and-
answer pairs using keyword matching. Due to the stringent permission protocols in stable computing
environments, we excluded requests necessitating operations and maintenance staff intervention,
such as password resets, server reboots, and disk recoveries. The final step involved anonymizing
the dataset by erasing private contact information, leaving only operationally relevant emails and
public contacts.

ChatGPT-3.5 was used to process public dialogues post-cleaning, and Vicuna-13B handled
sensitive internal communications. The dataset corpus underwent further refinement and evaluation
through Prompt Engineering, focusing on removing challenging unformatted text elements. The
evaluation criteria were established as follows:

Table 1: Quality Assessment Criteria.

Score Range Description

90-100 Exceptional quality, clear, coherent, highly informative, and universally applica-
ble.

70-89 Good quality, mostly clear and coherent, contains useful information and is fairly
universal.

50-69 Average quality, some clarity and coherence issues; information is somewhat

useful but may not be universally applicable.
Below 50 Poor quality, lacks clarity and coherence, information is not very useful or is too
specific to be universally applicable.

We filtered out conversational data with scores above 75 through automated scoring, forming
our Helpdesk QA dataset. This process improved the dataset’s quality and ensured the effectiveness
and specificity of model training.

3.2 Model

In our study, we utilized the Xiwu-13B training base model, developed from the Vicuna-13B
model, an extension of the Llama model, refined with datasets tailored to human preferences.
Figure 1 shows that the Llama model incorporates a Transformer-based, Decoder-only architecture.
This design simplifies the architecture and concentrates on generation tasks, increasing training
efficiency. The model employs RMSNorm for normalization, calculating a scaling factor via the
root mean square method to equilibrate features of varying scales, thus enhancing the model’s
stability and generalization capabilities. This normalization technique significantly improves the
model’s training stability and convergence rate.

Furthermore, the model integrates Rotary Positional Encoding (RoPE) for the query (Q) and
key (K) vectors within its self-attention mechanism, enabling precise positional information capture
and augmenting the model’s expressive capacity. Incorporating a causal mask ensures that text
generation is sequentially dependent, adhering to the causality principle in language production.
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Figure 1: Architecture of Llama.

Llama?2 introduces the Group query attention mechanism to optimize memory usage, markedly
reducing computational and memory demands and boosting operational efficiency. After self-
attention processing, a residual connection re-links the output to the input, which, after passing
through a feedforward neural network (FFN) that includes two linear layers and an activation
function (e.g., SiLU [24]), enhances non-linear feature detection. This process culminates in a
Final RMSNorm normalization, producing a logit probability array for token prediction based on
strategic selection.

The Llama model architecture excels in its streamlined, efficient design, focusing on generat-
ing tasks through a Decoder-only framework, simplifying training, and accelerating the process.
Adopting RMSNorm and innovative positional encoding techniques bolsters the model stability
and expressive capability, facilitating superior generalization and efficiency in large-scale dataset
processing. Its meticulously designed attention mechanisms and feedforward networks adeptly
capture and articulate complex language features, rendering it highly effective in natural language
processing tasks.

3.3 Retrieval-Augmented Generation

Figure2 shows that we designed an efficient processing pipeline based on Retrieval-Augmented
Generation. The design of this pipeline aims to optimize the information retrieval and generation
process through advanced technical means, thereby improving the system’s overall performance
and response quality.

During the initial phase of the process, we utilize an Unstructured Loader to preprocess the
collected documents in various formats and convert them into a text format. This step is crucial
for the streamlined processing of data and subsequent operations. Afterward, sliding window
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Figure 2: Retrieval-Augmented Generation pipeline.

technology is employed to slice the text for more efficient processing and analysis of the text data.
It ensures the information is intact and the system’s data processing capabilities are enhanced.

The next step involves using a vector embedding model to transform the slices above text
into vector form and store them in a vector database. It is an essential step in enabling efficient
information retrieval. Vectorizing text can significantly accelerate the similarity query process.
Upon receiving a query request from the user, our system employs information extraction techniques
to extract critical information, such as search keywords or paragraphs from the user’s question. This
information is then converted into a vector v using vector embedding technology. The system then
conducts a similarity search for this vector in the vector database to locate document content most
likely to provide helpful answers to the user’s question.

Once potentially relevant document content has been retrieved, the system combines it with a
pre-prepared template to create a complete prompt. This step further enhances the accuracy and
relevance of the answer by structuring the information prompts.

Finally, the user’s original query is merged with the generated prompt containing potential
answer information and submitted to an LLLM for processing. It enables the system to generate more
precise and comprehensive answers that cater to the user’s query needs.

In summary, the processing pipeline designed in this study, based on Retrieval-Augmented
Generation, significantly improves the efficiency and quality of information retrieval and question
answering through refined data processing, intelligent information retrieval, and efficient question-
answering generation mechanisms, providing users with more accurate and rapid information
services.

4. Experiment

4.1 Dataset

We collected over 12,000 tickets and 25,000 question-and-answer pairs from the Helpdesk
platform. By utilizing regularization techniques, we removed parts of the text not in natural language
and content that involved privacy. At the same time, we also excluded tickets that required on-site
services or administrator intervention through classification and keyword exclusion. Finally, we
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designed a set of scoring criteria that allowed large models to score the quality of the question-and-
answer pairs, thereby filtering out 3,000 high-quality and universally relevant multi-turn dialogue
question-and-answer pairs for the Helpdesk QA dataset.

4.2 Experiment Setup

Table 2: Experimental Environment.

Component Configuration

CPU Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz *2
Memory 500G

GPU NVIDIA Tesla A800 (80G) *4

(0N} AlmaLinux 9.2

Our experimental setup is detailed in Table 2, where we utilized the open-source Xiwu and
Fastchat projects as the frameworks for fine-tuning and inference within our expansive model. The
Torchrun utility, which facilitates single-node multi-GPU parallelism within PyTorch, enabled us
to conduct model training across four A800 GPUs. Additionally, we employed CPU Offload tech-
nology during training to mitigate the issue of excessive GPU memory consumption. Transferring
specific computations to the CPU allowed for the liberation of GPU memory, thereby enhancing
memory utilization efficiency. Xiwu-13B served as the foundation for our experiments, performed
on the Helpdesk QA dataset over three epochs, with the training parameters delineated in Table 3.
The parameters were carefully selected and tuned to optimize the training process and improve the
performance of the OMAI model.

Table 3: Main Training Parameters.

Parameter Value

Epochs 3

Per Device Training Batch Size 4

Per Device Evaluation Batch Size 32

Evaluation Steps 1500

Save Steps 1500

Learning Rate 2e-5

Warmup Ratio 0.04

FSDP full_shard auto_wrap offload
FSDP Transformer Layer Class to Wrap LlamaDecoderLayer
Model Maximum Length 4096

4.3 Construction of the RAG

In this study, we processed and integrated various document resources into a unified format. Ini-
tially, we transformed a wide array of document contents, including documents and handbooks, into
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JSON format through a meticulously designed conversion process. Subsequently, we transformed
data and uploaded it to a vector database within our bespoke RAG Pipeline.

Upon receiving a query request, our system activates a specialized worker unit, "hepai/hai-
vector," an intelligent module engineered to process and interpret user queries efficiently. This
module excels in identifying keywords within the query and converting them into the vector by
embedding, a pivotal step for precise document retrieval via similarity matching in the vector space.
The system then integrates the retrieved document content into a pre-designed template prompt,
enhancing the response’s coherence and naturalness while directing the content’s style and focus.

The response, refined by the template prompt, is then processed by our inference model on the
OMALI platform for final analysis, ensuring the delivery of a tailored answer that fulfills the user’s

query.

4.4 Experimental Results

N
Q: | would like to inquire

whether the data from dybfs is
automatically backed up to
dybfs2, so there is no need to
back it up separately?

OMAI: The computing center N
does not have such an
operation or commitment.
dybfs2 is not a backup of dybfs;
they are two different
directories.

Q: I am a postdoctoral \
researcher at IHEP. When
applying for an AFS account,
there is no option for
"postdoctoral" in the
"Personnel Category" section.
Which option should | choose?

OMAI: Hello, if you haven't N
graduated yet, you can choose
"Current Student." If you have

graduated and are an
employee of the institute, you
should choose "Staff."

N /

Figure 3: Answer by OMAI

Using manual methods, we constructed a dataset of the 50 most frequently asked internal
Helpdesk inquiries at IHEP during the testing phase. The OMAI model can directly address
these questions through fine-tuning and leveraging the knowledge embedded in its internal weights.
Comparing OMAI with ChatGPT, we found that OMAI’s response quality is significantly superior
to ChatGPT. For the 50 most common questions, OMALI achieved an effective response rate of over
90%, as shown in Figure3. This data can effectively reduce the workload of operations personnel,
allowing them more time and energy to handle on-site requests and higher-level faults.

10



OMAI: A Specialized Large Language Model for Operational Maintenance Siyang Chen

Please introduce the EOS file system at IHEP

OMAI

ChatGPT

The EOS file system at the Institute of High Energy Physics (IHEP) is a
distributed file system based on the xrootd framework, designed for
exabyte-scale data storage. It currently provides massive data storage
services for multiple experiments such as LHAASO and HXMT. The
information about the EOS file system is shown in the table below:

| Instance Name | Mount Point | Instance Server Address | Total
Space | Purpose |
[ B
| LHAASO Experiment | /eos | eosOl.ihep.ac.cn | 14.18 PB | LHAASO
local experiment data |
| LHAASO Daocheng | /eos/daocheng | IhmteosO1.ihep.ac.cn | 2.54
PB | LHAASO Daocheng quick reconstruction |
| HXMT Experiment | /mnt/hxmt | hxmteosO1l.ihep.ac.cn | 806.22 TB
| HXMT experiment data |
| JUNO Experiment | /eos/juno | junoeosOl.ihep.ac.cn | 1.33 PB |
JUNO experiment |

The EOS file system has two access methods: client FUSE method and
xrootd method:
- The FUSE method accesses the EOS system by mounting it, similar to
accessing a local file system.

- The xrootd method uses the xrootd protocol to access the EOS
system. The access format is: ‘root://EOS_MGM_URL//filepath’.
"EOS_MGM_URL' is the server address of the instance, which can be
accessed through the mount point on the login node.

The Institute of High Energy Physics (IHEP) of the Chinese Academy of
Sciences adopts the EOS file system because it can efficiently manage
and store large amounts of scientific data, especially in the field of
high-energy physics research. The design goals of the EOS file system
are to provide high-performance, highly scalable, and highly reliable
storage solutions. It supports storing and managing data in
geographically distributed environments, which is crucial for globally
distributed research teams to share and process data. EOS has the
following features:

- High Performance: EOS supports high-speed data read/write and
transmission by optimizing 1/O operations and network transfers,
meeting the demands of large-scale concurrent access.

- High Scalability: EOS uses a modular design that can flexibly increase
storage capacity and processing power as data volume grows,
supporting data scales from several PBs to multiple EBs (1 EB = 1000
PB).

- High Reliability: EOS ensures data persistence and consistency
through techniques like multiple replicas and checksums, guaranteeing
no data loss even in the event of hardware failures.

- Flexible Data Management: EOS provides rich data management
features, including metadata management, access control, and data
lifecycle management, allowing users to efficiently organize and
manage data.

- Compatibility and Interoperability: EOS supports multiple access
protocols, including HTTP and XRootD, enabling seamless integration
with various computing environments and applications.

How do | join a Virtual Organization (VIRTUAL ORGANIZATION)?

OMAI

ChatGPT

We need to understand some information about Virtual Organizations
(VIRTUAL ORGANIZATION). A virtual organization is a type of
organizational structure created within a computing cluster to manage
and monitor users or projects with similar computational needs.
Virtual organizations can use the same resource pool, but they can
have different queues, job limits, and other restrictions. This helps
achieve better resource utilization and management. To join a virtual
organization, you need to follow these steps:

1. Apply for a cluster account and obtain authorization, as described in
Document 1.

2. Contact the computing center or the head of experimental
computing to understand the relevant information about the virtual
organization and obtain authorization to join.

3. Create a new virtual organization in the cluster, which can be done
using Slurm commands or cluster management tools (such as
ClusterKnoppix or CVMFS).

For example, to create a virtual organization using a Slurm command:
“bash
scontrol create orgname -c50-d 7d -p 4 -l h_rt -L
your_user_limits.txt

Here, ‘orgname’ is the name of the virtual organization you want to
create, the *-c’ option specifies the computational limits of the
organization, the *-d" option specifies the timeout period for the

organization, and the "-p’ option specifies 7

Joining a virtual organization usually requires the following steps:

Finding a Suitable Virtual Organization: First, you need to find a virtual
organization that aligns with your interests and professional field. You
can search using search engines, social media, or professional
websites.

Understanding Organization Requirements: After selecting a virtual

organization, you need to dits bership requil
and joining process, including membership qualifications, registration
fees, etc.

Submitting an Application: According to the organization's
requirements, fill out an application form or submit a personal resume.
You may also need to provide recommendation letters or a portfolio.
Participating in Activities and Communication: Once you join the
virtual organization, actively participate in its activities and
communications, and establish connections with other members.
Demonstrating Your Value: In the virtual organization, showcase your
expertise and skills, actively participate in projects and activities,
contribute to the organization, and enhance your reputation and
status.

In summary, joining a virtual organization requires proactive searching
and application, while also demonstrating your value and capabilities.
Building good relationships with organization members is essential for

achieving success within the virtual organization.

Figure 4: ChatGPT and OMALI answer comparison.

In contrast, when consulting ChatGPT with the same questions, it either refuses to respond or
generates ineffective answers. That is because most of our questions come from the daily operation
and maintenance of IHEP’s internal computer systems. ChatGPT has yet to learn from our business
and lacks the operational knowledge of IHEP’s computer systems, making it unable to understand
the users’ needs and provide accurate and practical answers.

Additionally, we designed thirty possible common question queries based on the content
of documents and handbooks, as shown in Figure4. Leveraging the knowledge of the vector
database, OMALI can effectively respond to user questions, guide users through logging in and other
routine operations on the computing cluster, and address users’ basic knowledge queries about the

11
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computing cluster. When the same questions are asked to ChatGPT, although it can also provide
correct answers, it fails to address the users’ actual needs and only offers general suggestions.
Furthermore, OMALI is often more closely aligned with the user’s usage scenarios than ChatGPT,
and ChatGPT’s understanding of specific terms may be based on something other than professional
domains, leading to potentially incorrect responses.

5. Conclusion

In conclusion, the OMAI model, specifically designed for the IHEP operation and mainte-
nance sector, has exhibited outstanding performance after fine-tuning and adopting the Retrieval-
Augmented Generation. This model efficiently resolves user queries by integrating a vector database
and RAG technology and facilitates an intuitive interface for novices and professionals. This in-
terface allows for effective navigation during the search and comprehension of documents and
handbooks, ensuring users receive precise and straightforward answers. Such advancements have
significantly reduced the time investment required across all user groups. Moreover, the innovative
retrieval process introduced by RAG grants access to related texts across a broad spectrum of
documents, overcoming the limitations of manual search efforts that often need to be revised due
to the sheer volume and diversity of available sources. This capability substantially enhances the
practical utility of the OMAI model.

6. Future Work

Even though OMALI currently demonstrates exceptional performance in automatically respond-
ing to users’ daily queries and has alleviated the burden on operational staff by querying a variety
of documents and manuals in the vector database using RAG technology, there is still room for im-
provement in automatically completing specific user requests (such as account unlocking, password
resetting) and in handling user on-site service tickets. In the future, we plan to develop a series of
new features, including but not limited to:

* Request Automation Processing: Design and implement a mechanism that allows OMAI
to automatically forward user requests that require administrator privileges to administrators
for approval. This process will use advanced permission verification and request distribution
algorithms to ensure security and efficiency.

* Automatic Correction and Completion of User Queries: Implement a feature that enhances
OMALI’s ability to understand and correct common misconceptions in user queries, such as
confusing disk space with memory space. It will involve advanced natural language under-
standing algorithms capable of contextually interpreting and auto-correcting user statements
to ensure accurate issue resolution and information provision.

¢ Intelligent Handling of On-site Service Requests: Develop a module that enables OMAI
to automatically ask for and collect possible fault condition information when it recognizes
a user’s request for on-site service. This mechanism will be based on natural language
processing technology to optimize the preparation work of operational staff.

12
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* System Monitoring and Automated Maintenance: By fine-tuning the operating system
and file system log data, enabling OMAI can monitor the machine operation status, perform
anomaly detection, and automatically provide intelligent alerts and solutions to users and
administrators, and even directly repair faults.

We will adopt a series of evaluation methods, including user satisfaction surveys and operational
efficiency indicators, to measure the effectiveness of these new features. At the same time, we foresee
technical and security challenges in implementing these features and plan to address these issues
through continuous technological innovation and security assessments. Ultimately, these efforts
will help further enhance OMAI’s performance, bringing greater convenience and efficiency to
users and operational staff.
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