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The High-Luminosity LHC (HL-LHC) will open an unprecedented window on the weak-scale
nature of the universe, providing high-precision measurements of the standard model as well as
searches for new physics beyond the standard model. Such precision measurements and searches
require information-rich datasets with statistical power that matches the high luminosity provided
by the Phase-2 upgrade of the LHC. Efficiently collecting those datasets will be a challenging
task, given the harsh environment of 200 simultaneous proton-proton interactions per HL-LHC
bunch crossing. For this purpose, CMS is designing an efficient data-processing hardware trigger
(Level-1) that will include tracking information and high-granularity calorimeter information.
Trigger data analysis will be performed through sophisticated algorithms such as particle flow
reconstruction, including the widespread use of Machine Learning. The current conceptual
system design is expected to take full benefit of advances in FPGA and link technologies over the
coming years, providing a high-performance, low-latency computing platform for large throughput
and sophisticated data correlation across diverse sources. The expected impact on the physics
reach of the experiment will be summarized in these proceedings and illustrated with selected
benchmark channels.
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1. Introduction

The High-Luminosity LHC (HL-LHC) is scheduled to start in 2029, and it will constitute the
Phase-2 of the LHC operations. It is designed to operate at a centre-of-mass energy of 14 TeV while
delivering an instantaneous luminosity of 5 − 7.5 · 1034 cm−2 s−1. These conditions correspond to
a number of simultaneous collisions (pileup, PU) per bunch crossing (BX) of O(200).

Efficiently collecting datasets to be used in the HL-LHC physics program will be a challenging
task. Therefore, as part of the Phase-2 upgrade, the CMS Collaboration [1] is redesigning its
hardware-implemented Level-1 Trigger (L1T) [2]. The Phase-2 L1T builds on the other subdetec-
tors’ upgrades, exploiting tracking and highly-granular calorimetric information. Algorithms such
as Particle Flow (PF) [3] reconstruction and the use of Machine Learning (ML) techniques will be
employed. The Phase-2 L1T will exploit state-of-the-art Field Programmable Grid Arrays (FPGAs)
and link technologies, providing a high-performance, low-latency, and high-throughput system.

These proceedings are structured as follows. Section 2 presents the Phase-2 upgrade of the
L1T and the associated hardware choices; Sections 3 and 4 present how the upgraded L1T system
can be exploited to preserve the physics reach and extending the discovery potential of the CMS
experiment, respectively; Section 5 closes the discussion with conclusions and outlook.

2. The Phase-2 Level-1 Trigger

The architecture of the Phase-2 L1T is reported in Figure 1. It aims at optimizing processing
board numbers, interconnections, and latency while ensuring flexibility and robustness of the
system. Optimal division of labour is achieved by implementing intermediate global triggers. The
system capitalizes on new hardware technologies to deliver computing power and high-speed data
transfer for a global detector view. It uses generic stream-processing engines as data processing
units to leave ample room for further algorithm optimization. This design enables both regional
and time-multiplexed architecture options to be exploited to reach close to real-time analysis.

The architecture of the Phase-2 L1T is composed of four independent data processing paths
converging in a single global trigger, complemented by the new scouting system. This design reflects
the need for producing complementary trigger objects to achieve the best physics selectivity.

• Calorimeter Trigger path: takes advantage of the upgraded barrel and endcap calorimeters,
taking as input the highly granular calorimeter Trigger Primitives (TPs) over the entire 𝜂

coverage. The crystal-based TPs from the ECAL barrel are received by the Barrel Calorimeter
Trigger (BCT), and they are processed to build e/γ candidates. The crystal TPs are then
merged into TTs and sent to the Global Calorimeter Trigger (GCT), where are implemented
the reconstruction algorithms for τ, jet, and sum objects.

• Track Trigger path: this represents the first great innovation of the Phase-2 system; track TPs
are produced in the tracker back-end from the information of the outer tracker only and sent to
the Global Track Trigger (GTT). In the GTT, the vertex and track-only object reconstruction
is performed with the goal of subsequent muon and calorimeter deposit matching. This path
is invaluable in identifying PU contributions and reducing the L1T rate.
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• Muon Trigger path: profits from the redundant muon detectors and improved 𝜂 coverage.
The TPs are processed with algorithms which analyse different areas of the detector, namely
the Barrel Muon Track Finder (BMTF), Overlap Muon Track Finder (OMTF), and Endcap
Muon Track Finder (EMTF). The Global Muon Trigger (GMT) receives both the muon track
finders’ and tracker track finders’ output to build matched candidates.

• Particle Flow Trigger path: also referred to as Correlator Trigger (CT), is the second major
innovation of the upgraded system. It receives as input the information from the previous
three trigger paths and exploits it to implement a processing a la PF. It is subdivided into two
layers, the first building the high-level candidates and the second implementing identification
and isolation algorithms.

• Global Trigger: it gathers the output from the GCT, GMT, GTT, and CT to produce the event
accept/reject decision based on a menu of algorithms. It exploits correlation variables among
different objects, often with algorithms designed for analysis-specific purposes. Owing to the
large computing power, sophisticated ML-based topological algorithms are being developed
to target specific signatures of rare processes in order to enhance their selection efficiency.

• Scouting system: it is the third central innovation of the new L1T; it guarantees the ability to
perform trigger-less analysis of L1T data at the 40 MHz BX rate by profiting from the spare
optical links of the various processing boards. Moreover, its access to each L1T subsystem
makes it a great tool for real-time diagnostics of the whole system.

Figure 1: Schematic representation of the foreseen L1T upgraded system architecture in Phase-2. The
information from the Barrel Calorimeters (BC), Hadron Forward Calorimeter (HF) and High Granularity
Calorimeter (CE) detectors are used to reconstruct the e/γ , τ, and jet candidates, as well as global HT
and 𝑝

miss
T quantities in the BCT/GCT. The Drift Tube (DT), Resistive Plate Chamber (RPC), Cathode Strip

Chamber (CSC), and Gaseous Electron Multiplier (GEM) detectors send their information to the BMTF,
OMTF, and EMTF, which build tracks to be identified as µ candidates in the GMT. The GTT uses the Track
Finder (TF) TPs to increase the L1T performance. The CT exploits the high-level objects built by each
global sub-trigger and employs a PF approach to event reconstruction. The GT collects the outputs from all
previous steps and takes the event accept/reject decision [2].
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This architecture will have a latency of 12.5 𝜇s, corresponding to roughly three times that of
Phase-1. This latency is dictated by the track hardware reconstruction and matching time. The
output bandwidth is of 750 kHz, being 7.5 times larger than the Phase-1 output rate, thus allowing for
energy thresholds comparable to Run-2 and Run-3 values to be retained in the busier PU conditions.
Finally, exploiting state-of-the-art FPGAs and optical links will enable the selection of events based
on input data as high as ∼ 60 TB/s, corresponding to a 30-fold increase compared to Phase-1.
Wherever possible, the Phase-2 L1T will use industry standards concerning boards, FPGAs, and
optics, thus greatly facilitating long-term operations while reducing maintenance costs.

Four types of processing boards are being developed depending on the area of implementation,
all abiding by the ATCA (Advanced Telecommunications Computing Architecture) industry stan-
dard: the Serenity, the AP-x, the BMT-L1, and the X2O boards. All of them underwent substantial
evolution since the TDR, achieving increased input/output bandwidth and computing power, as well
as newer and denser on-board optics. The hardware testing is underway with both single-flavour
and multi-flavour board tests. Finally, the L1T will be equipped with a total of more than 200 Xilinx
Virtex UltraScale+ VU13P with up to 28 Gb/s transceivers, allowing the extensive development of
advanced ML algorithms that can be implemented in FPGA firmware with the hls4ml [4] tool.

3. Preserving the physics reach

The central feature of the Phase-2 L1T to preserve the CMS physics reach is the inclusion of
track information. Using the full outer tracker (|𝜂 | < 2.4) volume and a time-multiplexed architec-
ture, the GTT reconstructs charged particle tracks at the BX rate, allowing precise reconstruction
of primary and secondary vertexes. The tracking and vertex matching efficiency are reported in
Figure 2, showcasing a tracking efficiency > 95% over the entire 𝜂 range, and a very high vertex
reconstruction performance. The tracking and vertexing algorithms have already been demonstrated
in hardware tests [2].2.1. Track finder primitives 33
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Figure 2.2: Left: L1 tracking efficiency as a function of h for tracks above 2 GeV (filled black
markers) or 8 GeV (open red markers) for tracks in tt̄ events overlaid with an average pileup of
200. The efficiency is defined with respect to truth-level particles that produced stubs in at least
four layers/disks. Right: Track z0 resolution as a function of |h| for tracks in tt̄ events with an
average pileup of 200. The z0 resolutions correspond to intervals that encompass 68% (filled
black markers) or 90% (open red markers) of all tracks with pT > 2 GeV.

of track quality information such as the fit c2 and a summary of tracker layers with hits (“hit
mask”).

The track finding system is capable of reconstructing charged particle tracks with pT > 2 GeV.
Sufficient bandwidth must be built into the system to transmit these tracks to the downstream
system without significant loss. Figure 2.3 shows the maximum number of tracks reconstructed
in any of the nine f sectors of the track finding system. To keep truncation to the level of
< 10�4, we must maintain bandwidth to transmit a maximum of 110 tracks per sector. This
estimate is based on the default tracking described above. As described below, an “extended
tracking” option is under consideration, with the potential to reconstruct tracks displaced from
the beamspot. Inclusion of the displaced tracks increases the number of tracks per sector by
⇠ 40%. We further provision for an additional 20% more tracks as a safety margin for worse
conditions than what is currently expected by the simulation. To maintain truncation below
< 10�4, an upper limit of 185 tracks per sector must instead be considered, or a total bandwidth
per sector of 185 tracks times 96 bits, or 17 760 bits per f sector. If transmitted over 18 BX, these
tracks can be delivered on two fibers at 25 Gb/s.

With clear physics motivation for exploring signatures of long-lived particles, an extension to
the L1 track algorithm is being explored to identify trajectories from such long-lived particles
that would appear as ”displaced” in the detector. This extended L1 tracking includes so-called
”triplet” seeds, formed from a combination of three layers and/or disks but without any con-
straint to the beamspot, in addition to the regular tracklet seeds. In addition, a five-parameter
Kalman Filter fit is used to determine the transverse impact parameter (d0) of the track. The
improvement in tracking performance for long-lived particles using the extended tracking can
be seen in Fig. 2.4. It shows the track finding efficiency, again defined with respect to truth-level
particles that produced stubs in at least four layers/disks, as a function of the track d0, compar-
ing the baseline and extended tracking options for single displaced muons with |h| < 2.0 and a
flat pT spectrum within 2–20 GeV, in events with PU = 0. The extended tracking is shown for a
working point corresponding to an optimization for d0 of ±5 cm – the ultimate working point
is under study. The extended tracking also has the potential to improve the tracking efficiency
for electrons, where the trajectories are often distorted due to brehmsstrahlung. The prelim-
inary improvement in the electron tracking efficiency is shown in Fig. 2.5 for events without

124 Chapter 3. Trigger algorithms

0.0 0.2 0.4 0.6 0.8 1.0
Vertex Matching Efficiency

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Ve
rte

x 
Pu

rit
y

t ̄t

14 TeV  200 PUCMS Phase-2 Simulation

Gen + BDT
Gen + FW
CNN + BDT
CNN + FW
FastHisto + BDT
FastHisto + FW

0.0 0.2 0.4 0.6 0.8 1.0
Vertex Matching Efficiency

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Ve
rte

x 
Pu

rit
y

Z→μμ

14 TeV  200 PUCMS Phase-2 Simulation
Gen + BDT
Gen + FW
CNN + BDT
CNN + FW
FastHisto + BDT
FastHisto + FW

Figure 3.57: Track-to-vertex association performance ROC curves in tt (left) and Z ! µµ events
(right), both with 200 PU. Each curve corresponds to a different combination of regression and
association algorithm. The performance obtained with the FastHisto algorithm is shown by
the blue curves, when the association is performed with a fixed window (FW) or a BDT. For
reference, the performance obtained when the association uses the true (“Gen”) PV position is
also shown. The orange curves (“CNN”) illustrate the performance of a potential algorithm
using a convolutional neural network, that will be described in Section 3.4.5.

pT density across a small region of the z axis that the simple FastHisto can generally reconstruct
these vertices well. Z ! µµ events, on the other hand, have relatively fewer tracks originating
from the primary vertex. Such events are harder to reconstruct well with FastHisto, which relies
on these tracks’ reconstructed z0 falling within a narrow range of bins. If one of the muons is
reconstructed with a large z0 residual this vertex may be lost due to the large separation of the
reconstructed muons along the z axis compared to the histogram bin size.

Figure 3.58 shows the ranking of vertices containing muons found in Z ! µµ events with
200 pileup (the vertex with rank = 0 being the one reconstructed with the largest total pT).
In 58% of events, both muons are associated to the same vertex. As can be seen in the left
panel of the figure, in the vast majority of these events, that reconstructed vertex was the one
with the highest pT, and hence the primary vertex. For the 34% of events where both muons
were reconstructed to vertices, but not the same vertex, the right panel of the figure shows
the distribution of rank of the vertex in which the second (lower pT) muon was found. In
the remainder of events, either one or both muons were not reconstructed. This was either
because they were not within the tracker acceptance, or were not reconstructed by the track
finder, which reconstructs muons with 98% efficiency [8]. Matching performance in these types
of events is seen to be greatly improved with the use of the BDT track-vertex association in
Fig. 3.57.

Another possibility for recovering vertexing performance in topologies that are difficult to re-
construct is to consider multiple primary vertex hypotheses and compute PUPPI weights (see
Section 3.5.3.2) for each vertex candidate. From the right side of Fig. 3.58 it can be seen that
keeping just one or two vertices in addition to the PV would capture the vast majority of PV
particles in these low multiplicity events. The added latency required to acquire multiple ver-
tices is minimal.

Figure 2: L1T tracking efficiency versus 𝜂 for tracks above 2 GeV (black) or 8 GeV (red) defined with
respect to truth-level particles (left). Track-to-vertex association performance curves for the FastHisto
algorithm (blue) when the association is performed with fixed window (FW) or BDT; for reference, the
performance when the association uses the true (“Gen”) vertex position is shown; the orange curves illustrate
the performance of an algorithm using convolutional neural networks (CNNs) (right). Obtained in tt events
at 200 PU [2].
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The tracks and vertex information, in association with the calorimeter clusters and muon
candidates, is exploited vy the CT to perform a full event reconstruction with a PF approach to
identify individual particles within each event. Moreover, the PF candidates are used as input
to the Pile-Up Per Particle (PUPPI) algorithm, which subtracts PU contribution on a particle-by-
particle basis. Both PF and PUPPI approaches have been extensively demonstrated in all hardware
subsystems involved, showcasing a 98% hardware-emulator agreement [2]. Figure 3 reports the
large performance improvement granted by the PUPPI algorithm compared to standard triggering
approaches for jets, total energy sum (HT), and τ leptons. The great gain achieved on all objects
guarantees the preservation of sensitivity for all CMS analyses involving such objects.

3.6. Triggering on jets, hadronic tau decays, and energy sums 167
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Figure 3.102: Comparison of combined matching and turn-on efficiency for track jets, calori-
meter only jets, and histogrammed PUPPI jets, for thresholds that provide a fixed online rate
of 70.1 kHz, for barrel (top left), endcap (top right) and forward region (bottom left), and HT
(bottom right) at 10.5 kHz, in tt̄ events at PU200.

cross section. The products of t decays are collimated and less spread out than background
jets, so in the offline reconstruction a dynamic cone of around 0.05–0.1 is used to define the th.
At L1, we restrict the core size of the th jet to 3⇥5 (0.26⇥0.44 for barrel towers) in h–f towers
within the 7⇥7 towers for a reconstructed jet. For the barrel, this corresponds to 0.26⇥0.44 and
0.61⇥0.61 in h � f for the 3 ⇥ 5 and 7 ⇥ 7 respectively. Thus the th are seeded in the same
way as jets, but only the central 3⇥5 towers are used to define the pT of the th jet, while the
rest of the 7⇥7 jet area is used to calculate the th isolation as shown in Fig. 3.103. The 3⇥5
size of the core is chosen to maximize the pT resolution of the reconstructed th and to decrease
possible PU contribution, and is used in the barrel, endcap and forward calorimeters. The pT
resolution for different geometries of the th-jet core is shown in Fig. 3.104 for the barrel for th
with pT > 20 GeV. It can be seen that the 3⇥5 geometry provides a response that is closer to
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Figure 3.102: Comparison of combined matching and turn-on efficiency for track jets, calori-
meter only jets, and histogrammed PUPPI jets, for thresholds that provide a fixed online rate
of 70.1 kHz, for barrel (top left), endcap (top right) and forward region (bottom left), and HT
(bottom right) at 10.5 kHz, in tt̄ events at PU200.

cross section. The products of t decays are collimated and less spread out than background
jets, so in the offline reconstruction a dynamic cone of around 0.05–0.1 is used to define the th.
At L1, we restrict the core size of the th jet to 3⇥5 (0.26⇥0.44 for barrel towers) in h–f towers
within the 7⇥7 towers for a reconstructed jet. For the barrel, this corresponds to 0.26⇥0.44 and
0.61⇥0.61 in h � f for the 3 ⇥ 5 and 7 ⇥ 7 respectively. Thus the th are seeded in the same
way as jets, but only the central 3⇥5 towers are used to define the pT of the th jet, while the
rest of the 7⇥7 jet area is used to calculate the th isolation as shown in Fig. 3.103. The 3⇥5
size of the core is chosen to maximize the pT resolution of the reconstructed th and to decrease
possible PU contribution, and is used in the barrel, endcap and forward calorimeters. The pT
resolution for different geometries of the th-jet core is shown in Fig. 3.104 for the barrel for th
with pT > 20 GeV. It can be seen that the 3⇥5 geometry provides a response that is closer to
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Figure 3.120: Single t trigger efficiency as a function of the generator-level t pT (left) and di-
t trigger efficiency as function of the sub-leading generator t pT (right) for the various algo-
rithms. The efficiencies are evaluated using di-Higgs boson simulated events, where one Higgs
boson decays to a pair of b quarks and the other to two t leptons. Events are required to con-
tain at least one or two generator t’s for the single and di-t efficiencies respectively. The t pT
thresholds for each algorithm are chosen such that the corresponding di-t seed yields a rate of
6.6 kHz for |h| < 2.1. For the di-t efficiency, both L1 t’s are required to have a pT larger than
the corresponding L1 threshold.

3.6.3.1 Tracker-based algorithm

The vector sum of the transverse momenta (Emiss
T ) of all particles produced in the primary

interaction is a key input for triggering on BSM signatures at L1. For the track-based algorithm
described in this section, one of the main challenges is to exclude tracks from incorrect hit
combinations, “fake tracks”, that have high transverse momentum. Although these tracks are
rare in pileup interactions after requiring tracks to originate from within a tight window around
the primary vertex z position, events containing these high-pT tracks would dominate a L1
track Emiss

T trigger. The algorithm makes use of track purity requirements, in addition to the
requirement on the Dz between the primary vertex and the track, Dz (zPV, ztrk), to reduce the
number of events with poorly measured momentum balance.

The track purity selection is based mainly on the confines of the detector, the track reconstruc-
tion algorithm, and the available track fit quality parameters. The track pT and h requirements
shown in Table 3.7 are based on the minimal pT of tracks that can be reconstructed reliably
and the tracking acceptance. The minimal number of track layers is also based on the minimal
requirement for the track fit. There is a further requirement that 4 of the track layers must also
have stubs to remove any 4-stub tracks that were created with only hits in 3 layers. Require-
ments on the track fit quality measured as c2/do f is set to a maximum of 40 to reduce tracks
that are poorly reconstructed. To further reject fake tracks, a new variable, bend consistency,
c2

bend is measured. This measure of the bend of the track is uncorrelated to the c2/do f from the
track fit. c2

bend is calculated based on the horizontal distance between the two consecutive track
hits in a track module – the stubs. The bend consistency quantifies how compatible the bend of
the track hits measured in the detector is with the reconstructed track pT. The bend consistency
variable is defined as:

Figure 3: Comparison of combined matching and turn-on efficiency for track jets, calorimeter only jets,
and histogrammed PUPPI jets, for thresholds that provide a fixed online rate of 70.1 kHz (left), and HT at
10.5 kHz (centre), in tt events at 200 PU. Single τ trigger efficiency as a function of 𝑝T for various algorithms
at 6.6 kHz, in HH → bbττ events at PU 200 (right) [2].

Preserving the Phase-1 performance of L1T electron reconstruction is paramount for several
CMS analyses like the 𝜂-differential measurement of the tt → bbℓνℓqq production cross section,
which could attain a 50% improvement in relative uncertainty [5]. The L1T includes two electron
identification approaches. The baseline identification technique called Elliptic-ID relies on the
independent selection of calorimeter clusters and tracks followed by an angular matching procedure.
Electrons track quality and momentum resolution suffer because of distortions due to bremsstrahlung
radiation. To overcome this inefficiency in the endcap region, a new ML approach called Composite-
ID [6], combines information about tracks and clusters into a single Boosted Decision Tree model
for matching and identification. Figure 4 reports the efficiency as a function of the electron 𝑝T and
|𝜂 | for the Elliptic-ID and Composite-ID methods, showcasing a consistent improvement of ∼ 10%
(at a fixed rate value) of the second technique over the first one.

Of utmost importance is also the preservation of the hadronically decaying τ leptons (τh)
performance. Reaching the typical energy thresholds targeted by the L1T (50 GeV) requires using
the track information. Nevertheless, algorithms exploiting only calorimetric information have a
major role in increasing L1T efficiency at high thresholds (100 GeV). To this end, a new algorithm
has been designed to exploit only calorimetric information and to ensure a unified treatment of all
TPs from the barrel and endcap calorimeters: the TauMinator [7, 8]. At its core, the TauMinator
is composed of two CNNs that cast the τh reconstruction into an image recognition problem. The
preliminary firmware implementation of the algorithm showcases minimal FPGA resources usage
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Figure 4: Performance of the Composite-ID model compared to the geometric matching (Elliptic-ID) for
the “tight” WP optimized for single lepton triggers with thresholds between 20 and 30 GeV. Efficiency
comparison as a function of the 𝑝T of the generated electron, for a fixed 9 kHz rate, corresponding to the
endcap bandwidth for Run-3-like thresholds (right); efficiency comparison as a function of the pseudorapidity
for electrons with 𝑝T > 30 GeV (left). The new Composite-ID model guarantees a substantial efficiency gain
over the full pseudorapidity range [6].

and 100% hardware-emulator agreement. The substantial performance improvement granted by
the TauMinator algorithm over the standard CaloTau algorithm is reported in Figure 5. This is
fundamental for the HH → bbττ search, which is the second most sensitive to Higgs boson pair
production at CMS [9].
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Figure 5: (left) Comparison of the trigger turn-ons of the TauMinator (circles-solid) and the CaloTau
(triangles-dashed) algorithms for different values of L1T threshold, evaluated in HH → bbττ events. The
functional form of the fits consists of a cumulative Crystal Ball function convolved with an arc-tangent in the
high 𝑝T region. (right) The single-τ rate as a function of the offline 𝑝T. The TauMinator algorithm ensures
the following improvements over the CaloTau algorithm: a reduction of the rate by 37% at a 150 GeV
threshold ; or a reduction of the threshold by 14 GeV at a fixed rate of 31.4 kHz [7, 8].

4. Extending the discovery potential

Tack information is not only central to preserving the physics reach but also to extend the
discovery potential. For this reason, a new end-to-end Neural Network (NN) approach has been
developed to exploit track features to regress the vertex position and classify the associated tracks
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[10, 11]. This new method guarantees a reduction of up to 50% in the tails of the vertex position
residual. Such development is fundamental to reconstruct muons with 2 < 𝑝T < 3 GeV for the
search of τ → µµµ decays, as well as to develop new algorithms for displaced objects crucial for
long-lived particles searches [5].

To enhance the L1T performance on jets, the new Seed Cone jet algorithm [12] has been
developed to use the full granularity and implemented in the FPGAs used by the CT. The algorithm
begins by finding the highest 𝑝T PUPPI candidate, then finding all particles within a Δ𝑅 cone of
the seed to form the first jet. The constituents of the jet are removed from the processing before the
procedure is repeated. The constituents are used to define the jet position and 𝑝T. This approach
is similar to the anti-𝑘T [13] algorithm and, as shown in Figure 6 (left), guarantees performances
similar to it. This will highly benefit all CMS analyses employing jets. The Seed Cone jets can
be used with a new NN-based L1T algorithm to identify jets originating from b quarks (b-tagging)
[14], the first of its kind. The performance of the NN b-tagging algorithm is reported in Figure 6
(right), showcasing how it outperforms standard triggers in the low invariant mass regime.
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Figure 6: Performance of the Seeded Cone and anti-𝑘T jet algorithms for different online jet thresholds,
both with a radius parameter of 0.4 and using the same L1T PUPPI candidates as inputs, in tt events at 200
PU (left) [12]. Trigger efficiency in HH → bbbb events at 200 PU as a function of the di-Higgs system
mass (right); in the upper panel, the efficiency of the b-tag NN (red circles) is compared to the QuadJet+HT
(green triangles), and QuadJet+HT OR Jets+Muon (blue squares). The bottom panel shows the ratio of the
efficiency for each trigger option to the efficiency of the QuadJet+HT. The b-tag NN trigger increases the
efficiency for events with low 𝑚HH by up to a factor 1.5 over the QuadJet+HT or Jets+Muon triggers.

5. Conclusions and outlook

The HL-LHC will pose big challenges for the CMS experiment, which will undergo a substantial
upgrade both in hardware and software capabilities. In this context, the Phase-2 L1T upgrade
proposes solid and flexible solutions to triggering and data acquisition challenges via state-of-the-
art FPGAs and very-high-speed optical links. The extensive use of ML technique is favoured by
improved hardware capabilities and development tools like hls4ml. The hardware demonstration
of the algorithms is ongoing and planned for testing with data during the LHC Run-3. The improved
L1T physics selectivity will benefit all analyses envisaged for the CMS Phase-2 physics program.
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