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The Latin American Giant Observatory (LAGO) is an extensive network of water Cherenkov
detectors spread across Latin America, functioning as an astroparticle observatory. With its broad
range of altitudes and geomagnetic rigidity cut-offs, the primary focus of LAGO’s scientific pro-
gram is to study space weather, climate phenomena, and high-energy astrophysical transients from
ground level. To bolster these programs, the comprehensive simulation framework of ARTI and
onedataSim was developed. This framework enables the calculation of the total secondary particle
flux and the corresponding signals expected in various types of detectors operating anywhere in
the world. It also incorporates the effects of real-time atmospheric and geomagnetic conditions,
both secular and disturbed. These tools harness the expanding computational capabilities of high-
performance computing facilities and cloud-based computing environments. By integrating these
tools and infrastructures, we have managed to extend the total integration times of the background
flux and the energy range of atmospheric neutrons. In this contribution, we illustrate how this in-
tricate simulation sequence aids in achieving LAGO’s scientific objectives. We also explore other
applications, such as estimating the expected dose on board commercial flights, simulating the
muon flux for muography studies, determining the distribution of neutrons in nuclear and medical
facilities, and estimating the rate of errors produced by atmospheric neutrons in the upcoming
generation of exascale supercomputing centers worldwide.
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1. Introduction

The Latin American Giant Observatory (LAGO) [1] is a comprehensive cosmic ray observa-
tory, featuring a network of water Cherenkov detectors (WCD) distributed across Latin America.
This network encompasses a wide range of geomagnetic rigidity cut-offs and atmospheric absorp-
tion/reaction levels [2]. The LAGO WCD is designed for robustness and simplicity, with integrated
devices for time synchronization, autonomous operation, onboard data analysis, and automated data
handling [1]. Designed to measure the temporal evolution of the atmospheric reaction to the cosmic
ray flux at ground level, LAGO’s detection network focuses on high energy phenomena, space
weather, and atmospheric radiation at ground level [1]. The LAGO Collaboration, a collective of
over 30 institutions from eleven Ibero-American countries, operates the observatory.

Currently, operational are ten WCDs, with eleven more anticipated to start operation soon.
The network’s geographical distribution allows for simultaneous measurements at different rigidity
cut-offs, enabling LAGO to provide near-real-time information on disturbances induced by inter-
planetary transients and long-term space weather phenomena [3]. Each LAGO WCD features a
plastic tank filled with purified water, and one to four top-mounted large photomultiplier tubes
(PMT) that collect the Cherenkov light produced by ultra-relativistic particles. The PMT signals
are shaped and digitized by advanced onboard electronics, which also monitor telemetry variables
and local atmospheric conditions.

The LAGO project covers a wide spectrum of activities, from detector installation and operation
to data transfer methods from remote locations. It includes comprehensive simulation sequences [4],
tailored data analysis techniques [3], data curation and preservation [5], and the design of new
experiments for participating universities.

2. Precise simulations of the atmospheric background radiation

The primary source of background radiation is the constant influx of secondary particles
generated through the interaction of primary cosmic rays (CR) with the atmosphere. Accurately
simulating the development of Extensive Air Showers (EAS) and tracking secondary particles is a
computationally intensive task. CORSIKA is the most widely used and validated tool developed
for this purpose. It allows for selecting the interaction models, specific atmospheric models,
the configuration of the local Earth’s magnetic field (EMF) components, and setting different
observation level altitudes.

The atmospheric radiation is a result of the convolution of the cascade development of billions
of cosmic rays that simultaneously impinge the Earth’s atmosphere. When forecasting the expected
background radiation at any specific location worldwide, particularly under distinct and variable
EMF atmospheric conditions, these factors play a crucial role. These elements directly affect the
number of primary particles impinging on the Earth’s atmosphere and the cascade evolution, and
so, the subsequent flux of secondary particles at ground level. LAGO has created ARTI [4], a
toolkit engineered to compute and analyze the total background flux of secondary particles produced
by the atmospheric reaction to the primary flux of GCR. It is a computational publicly available
tool that combines CORSIKA, Magnetocosmic, and Geant4 with its own custom control and data

2



P
o
S
(
I
C
R
C
2
0
2
3
)
2
4
2

Atmospheric background simulation applications R. Mayo-García

analysis codes. The ground-level flux predicted by ARTI has been cross-checked and validated
with measurements taken at various astroparticle observatories.

The accurate modelling of the anticipated atmospheric flux is contingent upon the statistical
significance of the calculated secondary flux at ground level. This is achieved by extending the
time integration of the flux sufficiently to prevent it from being dominated by expected statistical
fluctuations [1]. For instance, a typical calculation of the expected number of secondary particles
per square meter per day at a high-latitude site requires the computation of approximately 109

primary EAS. To manage this, ARTI has been incorporated into a new application, onedataSim [5],
which can be effortlessly deployed and executed on high-performance computing (HPC) clusters
and cloud-based environments, whether they are public, such as AWS or Google Cloud, or federated,
like the European Open Science Cloud (EOSC).

The onedataSim architecture is designed with three core stages of computation, each repre-
sented by a Docker image: S0, S1, and S2 [5]. The S0 stage generates raw data from CORSIKA
simulations managed by ARTI. The S1 stage then transforms this raw data into a new catalog of
analyzed data using ARTI’s analysis tools. The final stage, S2, simulated the detector response and
expected signals at ground level by processing the output from the S1 stage, which is done using
a highly configurable Geant4 model of the LAGO WCD, constructed with MEIGA, a framework
designed initially for muography applications [6].

OnedataSim generates data and metadata using standardized schemas rooted in linked data
principles. The language syntax employed is JSON-LD 1.1 (W3C), the primary vocabulary is
DCAT-AP2 (European Commission), and the newly introduced LAGO vocabulary is a re-profile of
DCAT-AP2. This method of data organization, structured into catalogs and datasets, ensures that
each generated file is treated as the minimal dataset for data-linking and processing. Collections
of related files are grouped into a catalog, which is assigned unique Persistent Identifiers (PiDs)
provided by B2HANDLE and harvested by the B2FIND services. The resulting data are then
transferred and stored in cloud-storage services offered by the EGI-DataHub. The Data Management
Plan (DMP) serves as the primary resource that integrates all the requirements for implementing the
Open Science paradigm within LAGO [7]. It guarantees adherence to the Findability, Accessibility,
Interoperability, and Reusability (FAIR) principles for the results and establishes the format of the
data and metadata, as well as the protocol for generating, storing, and accessing the results [5].

3. Astroparticle and Social-prompted Applications

Implementing ARTI and onedataSim has opened up new possibilities by leveraging increased
computing power. We have calculated the total 1- to 7-day flux with the minimum available energy
cutoff, considering local atmospheric effects using monthly averaged Global Data Assimilation
System atmospheric profiles and directional and time-dependent local geomagnetic rigidity cutoffs.

In Fig. 1 we show the expected momentum of secondary particles at ground level for a new
site in Mendoza, Argentina. Simulations were performed using local atmospheric monthly average
profiles for 2022, to detect potential seasonal effects on the total flux. A variation of 2-4% in the
flux of neutrons with 𝐸𝑛 > 20 MeV at ground level was observed between summer and winter.
Given the proximity to the Andean range, this site provides a range of observation altitudes above
sea level (asl) within a short distance. So, the expected flux for each month was also simulated
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from 875 m asl up to 5,000 m asl. To enhance the statistical significance of these results, a 4-day
equivalent flux was simulated for each altitude and atmospheric profile, utilizing the cloud and HPC
implementations provided by the new ARTI/onedataSim [4, 5].

ARTI calculate more than the expected background. It can also predict the expected flux of
secondary particles during high-energy astrophysics events like gamma-ray bursts [3]. ARTI and
MEIGA drive a new calibration method to measure deviations from the expected value for muon
lifetime in water and characterize the resulting electron’s Michel spectrum. It provides a promising
tool for obtaining the signal-to-deposited-energy calibration constant and improving the noise-to-
signal separation ratio at the WCD [8]. We also implement the simulated detector signals from
ARTI-MEIGA to train deep-learning methods for pulse identification at the single-particle level on
measured data at the BRC LAGO site.
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Figure 1: The momentum spectrum of the anticipated flux of secondary particles at a new LAGO site
(TUN), currently under development in the province of Mendoza, Argentina, is presented. The impact of
atmospheric interactions is evident when comparing the expected flux in January at 875 m asl (left), with
the corresponding flux at 4500 m asl during the same season (center). Furthermore, subtle yet discernible
differences (+3.7%) can be observed between the summer and winter flux (right), particularly for the neutron
flux at the same altitude.

ARTI/onedataSim and MEIGA have also been used for the development of socially-triggered
applications. For instance, we have recently reported the most statistically significant flux of high-
energy muons expected at the ANDES subterranean laboratory [5]. This corresponds to 1.5 years
of the expected flux of very-high-energy muons (𝐸𝜇 > 800 MeV), with energy capable to reach the
ANDES lab under 1650 m of rock. It has been also used for the MuTe muographer characterization
in Colombia, for the design of new muography modular detectors in Argentina, and for evaluating
the muon transport in rock for mining prospecting applications [6].

3.1 ACORDE: A Comprehensive Calculation of Atmospheric Radiation Dose Estimation
During Flights

Leveraging the robust foundations provided by CORSIKA, Geant4, and the enhancements
introduced by the ARTI framework, we developed ACORDE (Application COde for the Radiation
Dose Estimation) [9]. This tool is designed to calculate the radiation dose absorbed by aircraft crew
and passengers during commercial flights. The ACORDE workflow begins with the identification
of the flight and the extraction of relevant information from public databases. The flight is then
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divided into three main stages: takeoff, cruise, and landing. The cruise stage is further divided into
segments of varying duration depending on the total duration of the flight. Each segment is defined
by a four-dimensional vector consisting of geographic coordinates (latitude, longitude, and altitude
above sea level) and the UTC time. Once the waypoints have been obtained and the track has been
segmented, the local atmospheric profile corresponding to each waypoint for that particular moment
is extracted, as well as the instantaneous value of the EMF and the directional rigidity-cutoff tensor.
Once all this data is gathered, the expected atmospheric radiation is calculated at each waypoint.

In Figure 2, three main aspects of ACORDE’s methodology are illustrated. In the left panel, the
real track of the IB3270 flight that took place on Nov, 16th, 2021 is shown, as well as the waypoints
identified in the cruise stage of the flight. Minor yet significant variations can be seen between the
different local profiles (center panel). Furthermore, these differences become substantially larger
when each of these profiles is compared with the standard atmospheric profile: at h=37,000 ft,
the difference between local and standard profile is off 12.5 g cm−2, equivalent to approximately
1.3 kPa (around 5%). Such differences can even exceed 15% for flights near the polar regions [2].

The third stage of ACORDE consists of a Geant4 model of the fuselages of the Airbus
A320/A350 aircraft. It is constructed as a succession of three concentric and hollow cylinders.
Within this cabin, a simplified anthropomorphic water-based phantom model based on the ICRP-110
Recommendations is placed. All the secondary particles expected at each waypoint are propagated
through this model, and the corresponding absorbed, equivalent and effective doses are calculated
following the ICRP-103 Recommendations. Finally, the total dose is obtained by integrating the
respective doses at each waypoint, including the takeoff and landing phases.

We applied this procedure for 324 flights registered during 2021-22, which were classified
into three categories based on their cruise stage duration: short (less than 2 hours), intermediate
(less than 4 hours), and long (more than 4 hours). We compare ACORDE’s results with the
corresponding doses calculated using the extensively adopted tool CARI7-A [10]. Our findings
show that ACORDE’s dose estimation was, on average, systematically larger than the corresponding
CARI7-A effective dose, especially for long flights. However, the observed absolute and average
differences between the effective dose calculated with ACORDE and CARI7-A were compatible
with zero within the systematic error bars in all three studied groups. However, this is not the case
when considering geomagnetic disturbances. For these cases, the dose reported by ACORDE could
be significantly larger than the corresponding CARI7-A dose.

3.2 Low-energy atmospheric neutron flux

The production of neutrons by cosmic rays within Earth’s atmosphere is a topic of profound
significance due to its potential applications in various fields. The components and the profile
of the atmosphere play important roles in the final distribution of neutrons at ground level. The
accurate calculation of neutron flux at a specific location is of considerable importance due to its
direct correlation with potential computer failures. This concern is particularly acute in the era
of exascale computing, where the risks associated with neutron and other atmospheric radiation
are intensifying as computational power increases. As a result, the expected mean time between
failures (MTBF) is anticipated to decrease due to the effects of this radiation. Energy deposition in
semiconductors leads to various problems, with single-event effects (SEE) being the most impactful.
Two types of SEE are typically studied: soft errors, also known as single event upsets (SEU) in
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Figure 2: Left: the actual flight path (depicted in light blue) of flight IB3270 from MAD to HAM on
11/16/2021 is shown, with the start and end of the cruise stage determined by ACORDE. The points where
the dose was calculated are marked with red circles. Center: the atmospheric mass overburden 𝑋 (ℎ) as a
function of altitude ℎ for the seven cruise segments of flight IB3270 at flight altitude is displayed. This data
was derived from atmospheric profiles from the GDAS database. The observed difference between the local
and US standard atmospheric profiles at flight altitudes is approximately 1.3 kPa (around 5%). Right: the
evolution of the integrated flux throughout the flight is shown for different components as well as for the total
flux.

the literature, and hard (or catastrophic) errors, such as the single event latch-up. Among these,
Silent Errors (SE) are considered the most dangerous due to their stealthy nature. These errors
occur during program execution but do not cause the program to crash or produce an immediately
observable incorrect result.

The effective SE cross-section 𝜎SE, that is, the number of silent errors expected in a specific
piece of hardware exposed to a given neutron flux, has been experimentally determined for sev-
eral commercially available systems [11]. By combining these types of measurements with the
expected flux of neutrons at a certain location, it is possible to create a decision-making tool for
the administrators of exascale supercomputers. To achieve this, we extracted atmospheric profiles
from the GDAS database and averaged them to obtain the atmospheric conditions for each month of
2020 at each of the proposed 23 sites where exascale centers will be installed worldwide. We then
used ARTI to calculate the expected flux of high-energy neutrons and their seasonal variations at
each exascale supercomputing center. As an example of this calculation, the left panel of figure 3
shows the total flux as well as the independent components flux for each month at the National
Supercomputing Center in Wuxi (NSCW), China, at 10 m above sea level. In this case, the flux of
electromagnetic particles is significantly reduced due to air absorption in the denser layers of the
lower atmosphere, and thus, the barometric modulation in Wuxi for the total flux is not as large as
for neutrons. However, the anticorrelation observed for the neutron flux is extremely remarkable, as
can be seen in the central panel of Fig. 3. By repeating this procedure at every site, we obtained the
local neutron reference flux and the corresponding barometric pressure coefficients for neutrons.
These coefficients correspond to the relative change in the expected flux in different energy ranges
when the local atmospheric pressure changes by ±1 hPa. This information allows for the estimation
of the expected flux of neutrons under different atmospheric conditions and the evaluation of the cor-
responding failure in time (FIT) rates of silent errors due to high-energy neutrons. As an example,
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the corresponding MTBF originated by SE for the Titan supercomputer at the Oak Ridge National
Laboratory (ORNL), could be approximately 23 hours due to a pressure drop of −5 hPa [12].
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Figure 3: Anticipated relative flux variations for neutrons (blue solid line and empty squares), muons (light
blue dot-dashed line and empty triangles), and all secondary particles (black dotted line and empty circles).
The local atmospheric pressure at ground level is also depicted (red dashed line and empty rhombus, right
axis). These data points are presented for each month of 2020 at the National Supercomputing Center in
Wuxi (NSCW, sea level, left). The anti-correlation is evident at all the studied sites, except for muons, as
expected. This is particularly pronounced for the neutron flux, as can be seen in the central panel for all the
simulated sites. In the right panel, the neutron flux extended down to the thermal energy range is shown for
three different LAGO sites.

For studies of this nature, it would be beneficial to expand the current energy range for neutrons
down to the thermal (meV) energy range [13]. We extended the current CORSIKA-FLUKA
implementation by incorporating a Geant4 Linsley-based model of the atmospheric profile near
the ground and overlapping it with CORSIKA simulations, after determining that the overlapping
region should be 2,000 m above the ground level. Using a layered atmospheric model in Geant4,
we injected secondary particles from ARTI while preserving their energy and direction, allowing
us to extend the neutron energy range to meV, as can be seen in the right panel of Fig. 3. Ongoing
investigations are focused on improving our models and the Geant4 physics models.

4. Conclusions and future work

This paper has presented a comprehensive overview of the advancements in the simulation
of atmospheric background radiation and its various applications. The development of tools such
as ARTI and onedataSim has significantly enhanced our ability to simulate the development of
extensive air showers and the propagation of secondary particles. These tools have been instru-
mental in studying the effects of space weather phenomena at ground level, predicting the expected
background radiation at specific locations worldwide, and simulating detector signals.

Furthermore, these tools have been used in socially-prompted applications such as the devel-
opment of safer methods for the detection of improvised explosive devices, muography for mining
prospecting, and even in the agriculture sector. The development of ACORDE, a tool designed to
calculate the radiation dose absorbed by aircraft crew and passengers during commercial flights, is
another notable application.

The study of low-energy atmospheric neutron flux has also been enhanced by these tools. The
accurate calculation of neutron flux at a specific location is of considerable importance due to its
direct correlation with potential computer failures, especially in the era of exascale computing.
The development of a decision-making tool for the administrators of exascale supercomputers,
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which enables them to determine in advance which mitigation methodologies need to be applied
to overcome silent errors, depending on the forecasted neutron flux in a specific period of the year,
is a significant achievement. Future work will focus on improving these tools and exploring new
applications of social interest.
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