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The work presents the possibilities for using the ML/DL/HPC ecosystem deployed on the HybriLLIT
Heterogeneous Platform (Meshcheryakov Laboratory of Information Technologies JINR) on top
of JupyterHub, which provides opportunities for solving tasks not only in the field of machine
learning and deep learning, but also for the convenient organization of calculations and scientific
visualization. The ecosystem allows one to develop and implement program modules in Python,
as well as to carry out methodical computations. The relevance of deploying such an environ-
ment is primarily associated with the great demand for software modules that are provided to
a group of researchers or the scientific community, when all stages of the study can be repro-
duced; the code has been modified and used by the scientific community. Using the example of
solving a specific problem to study the dynamics of magnetization in a Phi-0 Josephson Junction
(Superconductor-Ferromagnet-Superconductor structure), a methodology for developing software
modules is presented; it enables not only to carry out calculations, but also to visualize the results
of the study and accompany them with the necessary formulas and explanations. The possibility
of parallel implementation of the algorithm for performing computations for various values of
parameters of the model based on the Joblib Python library is shown, and the results of computa-
tional experiments demonstrating the efficiency of parallel data processing are presented.
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1. Introduction

To accelerate the study of systems based on Josephson junctions, which are of critical impor-
tance for modern microelectronics, parallel implementations of algorithms are developed to solve
the corresponding systems of nonlinear differential equations using parallel programming technolo-
gies. To provide a convenient research environment, information systems that allow calculations
to be carried out on computing platforms with a hybrid architecture and in cloud environments are
elaborated. [1-4] A distinctive feature of such information systems is the aggregation of the devel-
oped models, which allow users to change various parameters and then perform calculations in batch
mode. However, at the stage of research or for the formation of laboratory work for students, it is of
interest to be able to both modify the equations and sequentially reproduce all stages of calculations:
to visually see the equations, to build all intermediate graphs and display the necessary intermediate
calculations. This opportunity is provided by an environment built on top of the Jupyter Notebook
ecosystem [5, 6], with the Python programming language, which is actively developed and includes
a wide range of mathematical libraries, libraries for scientific visualization, and approaches to al-
gorithm parallelization. It should be noted that Jupyter Notebook is now actively used for machine
and deep learning tasks, and the accumulated tools can be used more widely for scientific research
that requires, among other things, numerical computations. This approach is demonstrated in the
work by an example of solving the task of studying the possibility of reversing the magnetic mo-
ment in superconductor-ferromagnet-superconductor structures, in which spin-orbit interaction in
a ferromagnet provides a mechanism for a direct connection between the magnetic moment and the
Josephson current; such Josephson junctions are called ¢g-junctions. [7] It is noteworthy that the
study of such systems is associated with numerous computational experiments for various models
and for a large number of model parameters. To speed up calculations, the development of a parallel
implementation in Python is of particular relevance.

2. ML/DL/HPC Ecosystem

The HybriLIT Heterogeneous Computing Platform [2] is part of the Multifunctional Informa-
tion and Computing Complex of the Meshcheryakov Laboratory of Information Technologies of
JINR, Dubna. [8] The platform consists of the "Govorun” supercomputer [9], the HybriLIT edu-
cation and testing polygon [10], and the ML/DL/HPC ecosystem [11] for machine learning, deep
learning and data analysis.

The HybriLIT heterogeneous computing platform ecosystem includes the following computing
components:

* jhub.jinr.ru, a virtual machine designed to develop models and algorithms based on Jupyter-
Hub, a multi-user platform for working with Jupyter Notebook: KVM vCPU (2.6 Ghz,
24 cores), 128 GB RAM,;

e jhub2.jinr.ru, for resource-intensive, massively parallel calculations, including those using
NVIDIA graphics accelerators: 2 X Intel Xeon Gold 6148 (2.4 Ghz, 20 cores), 4 X NVIDIA
Volta V100, 512 GB RAM,;
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* jlabhpc.jinr.ru, a virtual machine for performing calculations on the compute nodes of the
HybriLIT heterogeneous platform using the SLURM task scheduler, for developing applica-
tions, for analyzing data and visualizing the results obtained: Intel Xeon Gold 6126 (2.6 Ghz,
24 cores), 32 GB RAM;

* studhub.jinr.ru, for conducting lectures, tutorials and master classes for JINR students, post-
graduates and researchers: 2 X Intel Xeon Gold 6152 (2.1 Ghz, 22 cores), 512 GB RAM.

On all components of the ecosystem, the main libraries and frameworks for machine and deep
learning tasks are installed, the development of algorithms and research are carried out on the basis
of Jupyter Notebook.

Jupyter Notebook is a Python programming environment with the ability to work with individual
Jupyter notebooks, text files, images of various formats, datasets. In the notebook, it is possible
to break the code into separate fragments, written in the form of separate cells, and execute them
in any order. The result of running each individual cell is displayed in this notebook. The Jupyter
Notebook interface opens in the default browser. Any additional libraries not included with the
base version of Jupyter can be installed while working with notebooks.

The prepared notebook file can be saved in a convenient format, such as HTML or PDF. If one
needs to recalculate with new initial parameters, it is necessary to install the Jupyter environment
through the Anaconda [12] package manager on a working machine, to open the resulting file in it
and run all the cells or individual parts of the code in it.

It is also possible to generate notebook reports containing, in addition to cells with the code,
cells in Markdown [13] format comprising a description of the problem being solved with formulas,
accompanying figures and graphs. In addition to separate files, notebooks can be organized into
separate Internet resources with a unique link, by clicking on which the user can read the description
of the problem, copy the necessary code and run it on his working machine. [14]

Within the ecosystem, one can run calculations in the MATLAB package using the Jupyter-Hub
interface. [15]

Access to the components of the ML/DL/HPC ecosystem is provided to registered users of the
HybriLIT heterogeneous platform.

3. Statement of the physical problem

As an example of working in the Jupyter Notebook environment, let us consider the problem of
calculating time dependences of magnetic moment components for various values of the ¢g-junction
parameters, on the basis of which it is possible to set the parameter intervals where it flips from
m,=1tom, =—1.

The basic equations are presented in [7]. Below is the Cauchy problem for the system of
equations in a dimensionless form.

The dynamics of the magnetic moment of the system under consideration is described by the
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Landau-Lifshitz-Gilbert equation:

dm 1

o= T myHz = meHy o [me (M, H) = Hil},
dm 1

dty =TT {m.Hy —mxH, +a [my (M,H) - Hy|}, (1)
dm 1

0 = T UmeHy = myHe o+ a [me (M, H) - He]}

where M = [m x> My, mz]are the components of the magnetic moment; the components of the
effective field H = [H x> Hy, Hz] depend on the Josephson phase difference ¢ and are defined as
follows:

H (1) =0,
H, = Grsin (go(t) - rmy(f)) )
Hz(t) = mZ([)’

where the component y depends on the Josephson phase difference. The equation for the Josephson
phase difference ¢ is determined within the resistive model from the expression for the electric
current / through the Josephson junction measured in the units of the critical current /.:

namely:

cji—(’: = —é (sin (o —rmy) + rd—) + Zl’ (2)
with the following model parameters: G is the ratio of the Josephson energy to the magnetic
anisotropy energy, r is the spin-orbit coupling constant, « is the Gilbert dissipation, w is the ratio
of the ferromagnetic resonance frequency to the characteristic frequency of the Josephson junction.
In our calculations, it is assumed to be equal to 1.

The initial conditions presuppose that all components of the magnetic moment, except for m,
are equal to zero:

myx(0) = 0,my(0) =0,m_(0) = 1,¢(0) = 0. 3)

In the problem under consideration, the possibility of reversing the magnetic moment m, under
the action of the rectangular current pulse I = I(¢) included in equation 2 is studied:

0, t€0,Ty—A1/2]
I=1(t)=3As, te|Ty—At]2,Ty+At/2] “4)
0, tel|ly+AnTy]

where Ay is the pulse amplitude, At is its duration, 7 is the time of the beginning of its localization,
and T’ is the computation time, which is chosen to be large enough to enter stable mode.
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4. Implementation of the computational scheme

To study the possibility of the magnetic reversal depending on the parameters of the model, it
is necessary to numerically solve the Cauchy problem for the system of nonlinear equations (1-2)
with initial conditions (3) for a given time dependence of the current (4).

The numerical solution of the initial problem was carried out using the scipy.integrate.solve_ivp
function of the SciPy library, in which it is possible to choose the solution method: for nonstiff
problems, explicit Runge-Kutta methods "RK45” or "RK23” of orders 5(4) and 3(2), respectively,
are available, while methods for solving stiff problems are "Radau”, i.e., the implicit Runge-Kutta
method of the Rado family IIA of the 5th order, the implicit multi-step method of the variable order
”BDF”, etc. [16] The results presented in the article were obtained using the "RK45” and "BDF”
methods.

The numerical solution of the Cauchy problem was carried out for various values of the model
parameters. Fig. 1 shows the dynamics of the reversal of the magnetic moment component m, for
two values of the ratio of the Josephson energy to the magnetic anisotropy energy G: at G = 9
there is a reversal of the magnetic moment m_,, and at G = 8 there is no reversal. Fig. 1 also
demonstrates a plot of the applied pulsed current. The calculations were performed with the values
of the parameters r = 0.1, @ = 0.1.

1.5 - Rectangular current pulse
Component m, for G=8
- Component m, for G=9

1.0

0.5

my(t)

0.0

-0.5

0 10 20 30 40 50 60
t

Figure 1: Dynamics of the reversal of the magnetic moment m, for two values of the ratio of the Josephson
energy to the magnetic anisotropy energy G and plot of the pulsed current.

The study shows that the reversal of the magnetic moment is periodic, which can be demon-
strated by performing calculations with small steps in the parameter plane, for example, (G, @),
which is fully consistent with the results obtained in [7].

Fig. 2 presents a graph of the frequency of the reversal of the magnetic moment m, with an
increase in the value of the parameter G in the plane (G, @). The results were obtained for the
values of the parameters: @ = 0.01...0.11 with a step 0.001 and G = 1...101 with a step 1.

It should be noted that carrying out numerous calculations for various parameters requires a
lot of time, for example, to obtain the results presented in Fig. 2, it is necessary to solve 1002
problems of the same type and write the result (positive or negative value of the component m,
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Figure 2: Graph of the frequency of the reversal of the magnetic moment m, in the plane of the parameters
(G,a).

at the computation time 7r) into the final matrix of values. The uniformity of the problems being
solved makes it possible to parallelize the data by distributing solutions to Cauchy problems for
different values of the parameters among different processes or threads. One of possible parallel
implementations is presented below.

5. Parallel implementation of the algorithm

To speed up computations, in the Python language there are both separate libraries that allow
performing calculations on central processors and graphics accelerators: multiprocessing [17],
Joblib [18], mpidpy [19], and popular libraries and frameworks with the possibility of parallel
computing: TensorFlow [20], Keras [21].

In this work, a parallel implementation was realized using the Joblib library. The parallelization
scheme is shown in Fig. 3.

G Nz—b 0 1
—> i= k//N 1 0 1

j= KN
i i, j - —> rez= Parallel(n_jobs=40)\ »
(delayed(funk_parall) (k)

. —_— for k in range(N*N))
e
| |—
Jj a Parallel computing 0: m,— 1

1:m,— -1

Figure 3: Task parallelization scheme using the Joblib library
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In the process of parallelization, a computational area of the dimension N X N = 100 x 100 was
distributed among computational threads, the value of which is specified by the n_jobs parameter.
For parallelization, the Parallel class of the Joblib library was used (Fig. 3).

The calculations of the developed algorithm were carried out on two components of the
ML/DL/HPC ecosystem, which are real computing servers. In the process of calculations, all the
obtained computation times were averaged over three runs.

Figs. 4-5 demonstrate graphs of the dependence of the computation time and speedup on the
number of threads on the jhub2.jinr.ru component. The graphs show values of up to 50 threads, due
to the fact that with their further increase, the computation time does not change significantly. It
can be seen from the graphs that in the process of calculations, a speedup of 21 times was achieved
on 42 threads.
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Figure 4: Graph of the dependence of the task
computation time on the number of threads on
jhub?2 jinr.ru.

Figure 5: Graph of the dependence of the task
computation speedup on the number of threads on
jhub2 jinr.ru.

Figs. 6-7 illustrate graphs of the dependence of the computation time and speedup on the
number of threads on the studhub.jinr.ru component. The graphs show values up to 60 threads, due
to the fact that with their further increase, the computation time does not change significantly. It
can be seen from the graphs that in the process of calculations, a speedup of 22 times was achieved

on 50 threads.
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6. Conclusion

The use of the Python language and the Joblib library to parallelize calculations simplified the
process of writing a program to solve the task of studying the possibility of reversing the magnetic
moment in superconductor-ferromagnet-superconductor structures. Good indicators of computation
speedup by more than 20 times were obtained on both components of the ML/DL/HPC ecosystem.
The finished Jupyter notebook is freely available on the resources of the HybriLIT heterogeneous
platformathttp://hlit. jinr.ru/spintronics. It will be used in the process of the laboratory
and research work of both students and researchers of the institute.
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