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Extracting scientific results from high-energy collider data involves the comparison of data col-
lected from the experiments with “synthetic” data produced from computationally-intensive sim-
ulations. Comparisons of experimental data and predictions from simulations increasingly utilize
machine learning (ML) methods to try to overcome these computational challenges and enhance
the data analysis. There is increasing awareness about challenges surrounding interpretability of
ML models applied to data to explain these models and validate scientific conclusions based upon
them. The matrix element (ME) method is a powerful technique which can be used for analysis of
particle collider data that utilizes an ab initio calculation of the approximate probability density
function for a collision event to be due to a physics process of interest. The ME method has
several unique and desirable features, including (1) not requiring training data since it is an ab
initio calculation of event probabilities, (2) incorporating all available kinematic information of a
hypothesized process, including correlations, without the need for “feature engineering” and (3) a
clear physical interpretation in terms of transition probabilities within the framework of quantum
field theory. These proceedings briefly describe an application of deep learning that dramatically
speeds-up ME method calculations and novel cyberinfrastructure developed to execute ME-based

analyses on heterogeneous computing platforms.

41st International Conference on High Energy physics - ICHEP2022
6-13 July, 2022
Bologna, Italy

Tmsn@illinois.edu
*Speaker

© Copyright owned by the author(s) under the terms of the Creative Commons
Attribution-NonCommercial-NoDerivatives 4.0 International License (CC BY-NC-ND 4.0). https://pos.sissa.it/


https://pos.sissa.it/

Deep Learning for the Matrix Element Method Mark Neubauer"

1. Introduction

The Matrix Element (ME) Method [1-4] is a powerful technique which can be used for
measurements and direct searches for new phenomena. It has been used extensively by collider
experiments at the Tevatron for Standard Model (SM) measurements and Higgs boson searches [5—
10] and at the LHC for measurements in the Higgs and top quark sectors of the SM [11-17]. The
ME method is based on ab initio calculation of the probability density function ¥ of an event with
observed final-state particle momenta x to be due to a physics process & with theory parameters a.
One can compute Pz (x|a) by means of the factorization theorem from the partonic cross-sections
of the hard scattering process involving parton momenta y and is given by
fx)f(x2)
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where and x; and Yipitia are related by Yinitial,i = \/TE(x,», 0,0, +x;), f(x;) are the parton distribution
functions, /s is the collider center-of-mass energy, o« (@) is the total cross section for the process
¢ (with @) times the detector acceptance, d®(y) is the phase space density factor, M (y|a) is the
matrix element (typically at leading-order (LO)), and W(x,y) is the probability density (“transfer
function”) that a selected event y ends up as a measured event X. In practice, W(x,y) is a simplified
version of the full detector response to particle collisions derived from an analysis of fully-simulated
events and different choices of W(x,y) are studied to probe dependence on W (X, y).

One can use Equation 1 to analyze data from particle colliders. For measurement of model
parameters a, one maximizes the likelihood function for data events £ (@) given by
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where fj are the fractions of processes & contributing to the data. For particle searches, one can
use Bayes’ Theorem [18] to compute, for a hypothesized signal S, the probability p(S|x) given by
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where, S; and B}, denote considered signal and background processes and S are a priori expected
process fractions. According to the Neyman-Pearson Lemma [19], Equation 3 is the optimal
discriminant for S in the presence of B and can be used to extract a signal fraction in the data.

2. Challenges and Opportunities

The ME method, introduced in Sec. 1 along with several applications, has unique and desirable
features, including (1) not requiring training data as an ab initio calculation of event probabilities,
(2) incorporating all available kinematic information of a hypothesized process, including all final
state particle correlations, without the need for “feature engineering” and (3) a clear physical
interpretation in terms of transition probabilities within the framework of quantum field theory.
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The most serious difficulty with the ME method, which has limited its applicability to searches
for beyond-the-SM physics and precision measurements at colliders, is that it is computationally
expensive. Complex final states can take minutes per event or more to calculate Equation 1 and
any practical analysis involves many iterations of these calculations. If this limitation could be
overcome, as argued in [20, 21], it would enable more widespread use of the ME method and allow
for more time for analysis innovation rather than computation.

3. Containerizing the Workflow

We developed a set of integrated Docker images to provide containers [22] for an end-to-
end MEM-based analysis pipeline shown in Figure 1. This pipeline was executed on the Blue
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Figure 1: Containerized end-to-end simulation+calculation pipeline developed. This pipeline was executed
on the Blue Waters Supercomputer at Illinois to simulate and calculate ME probability densities for 300k
pp — Z]y* — £*¢~ + X events in 45 minutes (for comparison, single-threaded execution time is 150 hours)

Waters Supercomputer at the University of Illinois to calculate ME probability densities for O(107)
simulated LHC collision events for the pp — Z/y* — £*¢~ + X (Drell-Yan) process.

4. Sustainability through Deep Learning

Despite the attractive features of the ME method, the computational burden of the ME method
will continue to limit its applicability for practical data analysis without additional innovation. This
is especially true when one considers the process of producing a physics publication which involves
many selection, sample and systematic iterations for which ME method calculations are required.

As proposed in [20], ML methods can be used to dramatically speed up the numerical evaluation
of Equation 1 through evaluation a deep neural network (DNN) trained to approximate Equation 1.
The results from [23] treating this as an ME regression problem using a DNN serves as a proof of
principle that these techniques are feasible. We refer to our implementation of the DNN approach
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Figure 2: Same as Figure 1 with addition of DeepMEM approximation. After a one-time training investment
of 18 hours, 300k events were evaluated in 2 minutes with DeepMEM compared to 34 minutes for MoMEMta.

to MEM regression as DeepMEM [24]. Figure 2 shows a xX17 improvement in the evaluation speed
of Equation 1 through DNN approximation using DeepMEM.

The model upon which the DeepMEM results just described was based in a fully-connected
DNN with five hidden layers each with 200 nodes. This network was trained to learn the result of
Equation 1 for kinematic inputs of the leptons and jets produced in simulated Drell-Yan events. We
split the data 8:1:1 for training, validation and testing purposes, respectively, using a total dataset
of ~300k events which were generated using the containerized pipeline described in Sec. 3.

We studied how well the trained model from B Rt

4000

DeepMEM can approximate the ME probability density |
calculations from MoMEMta [25]. The results are shown ’ :
in Figure 3 where it is seen that DeepMEM can provide L )
a very accurate approximation of the ME method prob- )
ability density (Equation 1) as calculated by MoMEMta. Mt

We also studied how well the model (without retraining) T

generalizes to subsets of the kinematic phase space by @

e . l’ }
Clm
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making cuts on the transverse momentum of the leptons : : o
and found similarly good modeling of the MoMEMta cal- Figure 3: Comparison of the DeepMEM ME
culations, which is a promising result for the method in method modeling for simulated Drell-Yan

terms of model generalization events with calculations from MoMEMta

5. Conclusions and Outlook

In this work, we show that a deep neural network model can be trained on ME calculations
from MoMEMta to provide an accurate approximation of the MEM-based probability density for
Drell-Yan events at a pp collider with detector-level simulation. We show that this model can be
used to dramatically speed-up MEM evaluations and demonstrate novel cyberinfrastructure that we
developed to execute ME-based analyses on heterogeneous computing platforms including an HPC.
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