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Challenges faced by researchers in multi-messenger astroparticle physics include: computing-
intensive search and preprocessing related to the diversity of content and formats of the data
from different observatories as well as to data fragmentation over separate storage locations;
inconsistencies in user interfaces for data retrieval; lack of the united infrastructure solutions
suitable for both data gathering and online analysis, e.g. analyses employing deep neural networks.
In order to address solving these issues, the German-Russian Astroparticle Data Life Cycle
Initiative (GRADLCI) was created. In addition, we support activities for communicating our
research field to the public. The approaches proposed by the project are based on the concept of
data life cycle, which assumes a particular pipeline of data curation used for every unit of the data
from the moment of its retrieval or creation through the stages of data preprocessing, analysis,
publishing and archival. The movement towards unified data curation schemes is essential to
increase the benefits gained in the analysis of geographically distributed or content-diverse data.
Within the project, an infrastructure for effective astroparticle data curation and online analysis
was developed. Using it, first results on deep-learning based analysis were obtained.
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1. Introduction

One of the principal ways to study high-energy processes taking place in the Universe is to
detect ultra-high-energy particles and radiation generated by these processes. The crucial benefit of
gamma radiation and neutral particles is that they can be directly traced back to their sources. Though
the charged particles do not support a simple “point-and-shoot” type of analysis, their integrated flux
can nonetheless bring important knowledge about frequency and intensity of high-energy cosmic
sources and the properties of interstellar and intergalactic medium. The ultra-high-energy cosmic
rays are of particular importance, since their energies are currently unattainable in accelerators and
correspond to the most energetic physical phenomena, featuring matter in exotic states and allowing
to probe the limits of modern physical theories.

The cosmic-ray flux drops sharply with energy, reaching several particles per year per km2 for
the events with ultra-high energy > 1018 eV [1]. Thus, combining data from different experiments
acquires particular significance, as it allows to increase statistics and expand the observed area of
the sky. Besides, joint analysis of information from various messengers, like charged particles [2],
neutrons [3], gamma-rays [4, 5], or neutrinos [6], makes it possible to obtain new fundamental
knowledge of the high-energy Universe.

Multi-messenger astronomy [7, 8] is actively developing over the past few years, implying
collaboration between individual experiments in astrophysics of high and ultra-high energies. At
the same time, conducting this joint research is still complicated although some technical solutions
and methodology are yet to be developed [9].

Successful examples of distributed data and/or computing centers have already been established
in astronomy [10, 11] and particle physics [12], and it is very important to take into account this
experience and at the same time the specificity of the field when working on appropriate solutions
for particle astrophysics.

In the framework of aGerman-RussianAstroparticleDataLifeCycle Initiative (GRADLCI) [13],
we approached the task of developing a working prototype of such a data centre via extension of
the existing KASCADE Cosmic-ray Data Centre (KCDC) [14], initiated by the KASCADE [15]
collaboration, with keeping in mind focus on the data life cycle (i.e. set of steps every item of data
goes through from it’s creation to is’t archival) specific to astroparticle physics (see Fig. 1). Within
our project we committed into fulfilling the following aims:

• Open Science: We are providing unlimited, barrier free, open access to experimental data,
simulations, manuals, and outreachmaterials, and develop new tools for research and scientific
collaboration in order to make scientific knowledge more easily accessible;

• FAIR data: Developing principles of data and metadata curation in a way the data which
meet principles of findability, accessibility, interoperability, and reusability [16];

• Flexibility for small and middle size experiments: we aimed to provide standardized web
access to the data of small and middle size experiments without making them changing their
specific long-established practices, data processing methods and customized software.

In order to approach these aims, an investigation was carried out in the following directions:
KCDC extension with data of more experiments; development of distributed data storage; develop-
ment of data analysis methods, both employing analytical and deep learning approaches; outreach
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Figure 1: Data Life Cycle in Astroparticle Physics

and education. In the next sections we describe the progress done in the mentioned directions and
then summarize the overall project experience.

2. Infrastructure for distributed data curation

The development of the global data center prototype covers unification of metadata, devel-
opment of APIs for remote storages, scrupulous study of data structure at different reconstruction
levels, middleware development and integration of the developed services with the KCDC platform.

Figure 2: Architecture of GRADLCI distributed platform.

A general (simplified) data center scheme is shown in Fig. 2. Its crucial components are:
remote data storages (8 , aggregation server, application server, metadata database (MDDB), data
sources �=8 , as well as related software - adapters �8 and metadata extractors �8 .
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The remote data storages connected to the system provide access to data of such astroparticle-
physics experiments as: KASCADE, KASCADE-Grande, LOPES, Tunka-Rex, Tunka-133, Maket-
Ani. One gets access to the data by requesting them from the aggregation server via its API. Then
the aggregation server requests MDDB, where metadata of all the events are collected. Every event
in the system is identified by its UUID and can be directly acquired from the remote storage by
this parameter. Introduction of metadata search helped to speed up data retrieval up to 35-40% for
particular requests. The metadata catalog supports file and event-level data search, which allows
to handle data of different reconstruction level. The MDDB is kept up-to date using metadata
extractors retrieving new event metadata from remote storages. Interaction with various remote
storages is unified using adapters. Users can interact with the system using either Web GUI or
API [17].

The combination of the services developed resulted in a working prototype of a cloud storage
system, showing efficiency for small and medium-sized astroparticle-physics experiments [18].

3. KCDC extension

In order to adapt KCDC to become a significant part of the prototype of the envisaged Global
Analysis and Data Center in Astroparticle Physics and improve user’s experience, several big
changes has been made. We included an update of the data center with a JupyterHub analysis
environment [19], development of theRESTlessAPI for access to theKASCADEdatashop aswell as
extending available datashops, simulations, spectra, educational materials as well as corresponding
manuals.

Figure 3: Timeline of KCDC releases.

The newly introduced datashops include a COMBINED datashop, representing calibrated data
from detectors KASCADE and GRANDE, allowing more thorough investigation of elemental
composition of high-energy cosmic rays, and a Maket-Ani datashop, containing data from Maket-
Ani [20], an extensive air shower experiment, which was located on Mt. Aragats (Aragats Cosmic
Ray Observatory, Armenia).

The mentioned improvements were introduced in the OCEANUS, PENTARUS, SKARAGAN
KCDC releases (Fig. 3) and were followed by many significant internal updates and modifications,
which one can inquire in [14] as well as in KCDC Changelogs [21].
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4. Analysis of data from multiple sources

Various machine learning techniques were adapted for analysis of extensive air showers (EAS)
detected by the TAIGA and KASCADE experiments. They were employed for such tasks as
identification of primary particle type, reconstruction of spectrum mass composition, evaluation of
EAS energy, and fast simulation generation. Training datasets were obtained using the CORSIKA
program [22]. Software implementation was developed using the frameworks TensorFlow [23–25],
PyTorch [23, 26], and sklearn [26].

In the study [23], the primary particle for TAIGA IACT data was identified using convolutional
neural networks (CNN). The recognition quality parameter of the developed CNN equals & =

2.7–3.0, which is significantly higher than & = 1.7 provided by the classification methods based on
analysis of Hillas parameters.

The work [24] was dedicated to the estimation of the EAS energy. The developed technique was
shown to have an error of 20–25 %, compared to approximately 50 % one for traditional methods.
Themethodwas generalized for the simultaneous analysis of data from several Cherenkov telescopes
(stereo mode), further reducing the error to only 13–15%, which is a significant improvement in
analysis techniques for astroparticle physics.

In the work on analyzing KASCADE data [26], the issues of determining the primary particle
and reconstructing the mass composition of the spectrum were investigated using machine learning
methods, like DecisionTree and RandomForest. The accuracy of gamma-hadron separation up to
95 % was achieved on simulation data.

In the research [25], a generative adversarial network (GAN) was trained on a sample for
protons and for gammas, each one comprising about 25.000 events, which took approximately 12
hours on a Tesla P100 GPU. After that, it takes about 1 second to generate 400 events, that is
over 1000 times faster than generation using CORSIKA. The quality estimation using third-party
software has shown that 85.7 % of GAN-generated gamma events were identified correctly, while
4.4 % of generated protons were recognized as gammas.

5. Outreach and education

Figure 4: Logo of astroparticle.
online.

Outreach activities were organized within two web
sites: KCDC and astroparticle.online. The sec-
ond one was established specifically to advance outreach
initiatives in multi messenger astronomy (in Russia), in-
form publicity about current developments in the field and
implicate young students into advanced research work.

The publications, lectures, talks and laboratory
works developed for the project have not only become
part of the web portal, but have also been used in the IGU
course "Introduction to Astroparticle Physics" as well as
in tutorials at workshops and conferences for young sci-

entists, such as the ISSAP Baikal Summer School and Data life cycle in physics (DLC) (Fig. 5(b)).
In total, more than 300 students took part in educational events organized by the projects [27].
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(a)
(b)

Figure 5: a) ICD-18 participants are working on data analysis; b) ISU students are analyzing open data as
part of an event organized by the astroparticle.online portal.

Interactive materials were also developed for the project, such as laboratory works involving data
processing via programming in Python or C++ languages and a CNN-based particle identification
application (see Section 4 for details). Collaboration with the KCDC team played an important role
in organizing both the technical support for the site and the content creation.

The development of educational materials for the KCDC portal was largely associated with
practical exercises on data analysis organized atKIT—in particular, with the participation of IAPKIT
in such annual events as the International Cosmic-ray Day (see Fig. 5) and Woche der Teilchenwelt.
New approaches to organize specific masterclasses were also applied in 2020 to conduct an online
masterclass [28] using Zoom, KASCADE data from the cloud environment developed within the
framework of the project, and JupyterHub as a platform for the online data analysis.

6. Summary

Multi-messenger astronomy is one of scientific fields that already operates petabytes of data.
Providing the correct and, most importantly, user-friendly access to such amounts of data is one of
the key tasks in the field of big data analysis.

In this project, we aimed at managing big data in multi-messenger astronomy, developing tools
for analyzing these data (in particular, using machine learning), and informing the public about the
achievements of multi-messenger astrophysics with scientific and popular-science publications.

The results obtained can be taken into account and expanded in further work on creating data
centers that support the concepts of open science and FAIR data, and with reasonable amendments
can also be extended for use in other fields of science.
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