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Parker’s transport equation stochastic solution for simulation cosmic rays distribution in the
heliosphere is demanding on computing resources. Simulations can last days, weeks, or even
months with certain input parameters. We implemented 1D Forward-in-time and Backward-in-
time models for GPU with successful acceleration ranged from 7x to 86x. This acceleration was
gained with not a negligible reduction of accuracy, especially with changing the entire simulation
from double-precision float-point format to floating-point format. This led to a certain deviation
that we called pulsations that showed in results with input time step less than 2.0 s. In this paper,
we discuss the parallelization process on GPU. We also discuss the comparison of our solution
with Dunzlaff et al. and the overall accuracy of results gained from GPU implementation of 1D
Forward-in-time and Backward-in-time models.
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1. Introduction

Parker’s transport equation stochastic differential equation (SDE) solution [1] [2] can be de-
manding on resources. This is especially true where we want to use simulations with low-time
steps.

SDE simulations are independent of each other. Data-parallel architectures address this kind
of problem. Instead of SIMD1, GPU [3] uses a SIMT2 execution model. In the case of the forward-
in-time model, we need at least a hundred billion of simulations for a 1% statistical error of whole
spectrum integral till 100 GeV, depending on the combination of input parameters [4]. Usually, we
execute 100 billions simulations on the GPU with, an execution time in the order of hours.

Dunzlaff et. al. [5] accelerated their Parker’s transport equation SDE solution using a GPU3

as a computing unit. Compared to the CPU solution, execution time was decreased by 10-60 times
depending on the input parameters.

Using sGPUas the computing unit is not that common in the cosmic raysmodulationfield. Most
of the available papers aim at using GPU implementation not the entire process of parallelization
except Dunzlaff et al..

In this paper, we will use 1D forward-in-time and backward-in-time SDE methods with the
momentum p model from [2] to describe GPU implementation.

2. Implementation of cosmic ray modulations in heliosphere models on a GPU

Simulating cosmic ray distribution in heliosphere meets the requirements [6] given by Owens
et al.. In the case of forward-in-time models, there are usually billions of quasi particle trajectory
simulations.

We decided to split the CPU implementation of the F-p and B-p model, as defined in figure
1. Our approach is similar to that used by Dunzlaff et al. in [5]. However, instead of defining the
injection point on the CPU, we define it and calculate the additional parameters on a GPU.

Dunzlaff et al. [5] did not mention the overall occupancy of a GPU. On Pascal architecture, we
have been able to reach 75% usage of GPU. On the Turing and Ampere architecture, the amount
of shared memory on them can be raised via GPU’s API. This leads to the ability to reach 100%
usage of GPU.

Each simulation of particles in the case of the B-p model has one result. Dunzlaff et al. [5] do
not describe memory optimization or consumption. However, simulation in the case of F-p model
can have zero or more results (registration particle inside the heliosphere at the selected position).
During the development of the 1D F-p implementation for a GPU, we allocated memory for 200
results for every simulation. The relation between the number of simulations executed on GPU and
memory turned out to be a bottleneck. We were unable to increase the number of blocks because of
this relation. Consequently, we implemented a global counter, which was increased by the atomic
add operation. Without the existing relation, we were able to increase the number of blocks from
8192 to 32768, where we reached maximal efficiency.

1Single Instruction Multiple Data
2Single Instruction Multiple Threads
3Graphics processing unit
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Figure 1: Redesign of a simulation on a GPU

Test Size Time of transfer Execution time
2.1 millions with unified memory 9.375GB 5.95s 51.15s
4.2 millions with unified memory 18.75GB 10.68s 92.31s

4.2 millions with manual managed memory 18.75GB 6.13s 64.4s

Table 1: Proposed input parameters for accuracy tests

Authors of [5] also considered thread divergence as a problem. They decided to implement a
stepmechanism tominimize differences between the execution time of threads in the warp. Particles
were divided into partitions. Particles in partitions were marked with a flag that indicated if the
simulation is finished. Simulations of particles on GPU were executed and after each iteration,
particles in partitions are sorted by this flag and only new simulations or not finished simulations
were executed on the GPU. Best acceleration was achieved between 60-170 number of partitions.

From our perspective, we decided to take a different approach than Dunzlaff et al.. Our
approach was aimed at minimizing divergence in the context of the entire GPU rather than warp.
During the development of F-p model, we increased the number of blocks several times. As we
mentioned earlier, the most radical increase was from 8192 to 32768. This resulted in 1.1-times
acceleration against solution with lower number of blocks.

In the earliest part of the development, we decided to use unified memory. Unified memory
[3] is a memory that is allocated and copied automatically between GPU memory and RAM.
However, this approach soon became a bottleneck. Therefore, we decided to use memory profiling
for implementation of the F-p model. As we can see in table 1, the time to transfer the memory
between GPU’s memory and RAM is significant with such a large number of simulations. We
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Test no. K0 [2<2/B] V [km/s] dt [s]
I. 5 x 1022 400 5.0
II. 1 x 1023 300 5.0
III. 1 x 1023 700 5.0
IV. 1 x 1022 300 5.0
V. 1 x 1022 700 5.0

Table 2: Proposed input parameters for accuracy tests

tested a run of 4.2 millions of simulations without data filtration and writing to disk. The execution
time was 55.32s. Memory profiling does not take into account allocation time in unified memory.
Consequently, we removed unified memory and replaced it with manual allocation and copying data
from GPU memory to RAM. We were able to decrease execution time by 35.61%, and we reduced
the transfer time between RAM and GPU memory by 54.13%.

3. Accuracy of GPU implementation

To measure accuracy, we choose to compare the results from GPU implementation with the
CPU version of F-p, B-p methods divided by results from the Crank-Nicolson method that is
described in [7]. The same approach was used and verified in [2] [8].

For testing purposes, we decided to use the following input parameters defined in table 2. Test I.
adopts a similar approach to that used by Yamada in [9]. Test II-V represent input parameters border
values in the heliosphere model. We decided to use solar wind speed based on the measurements
that were analyzed in [10] and [11].

The overall accuracy of the 1D F-p model is acceptable. In the majority of evaluated cases,
the maximal deviation was 10% for energies greater than 1 GeV. For each test case except test I, we
simulated 500 billion quasiparticle trajectories. For the test I. statistic was increased to 1 trillion
simulations. Figure 2a shows the ratio between the GPU implementation of the F-p model and the
spectrum from CN. An accuracy over 1 GeV is acceptable, with a maximum deviation of 10%.
Under 1 GeVwe can observe deviations up to 24% at 0.3 GeV. To verify of our GPU implementation
of the F-p model, we compared multiple versions of GPU implementations with different accuracy
against a CPU implementation of the F-p model in double precision. The energy spectra for single
and double precision are nearly identical with maximal deviation of 13% at low energy. This can
be explained by insufficient statistics of the CPU spectra.

In the case of tests II and III, as shown in the figure 3a and 3b, we can see very similar shape
as a wave with a deviation of 5% at the peak. Under 10 GeV, the maximal deviation is 12% in the
case of test III and 4% in case of test II.

We were able to compare the ratio between both implementations of the B-p model and CN
model. The maximum deviation between the ratio of GPU and CPU implementation of B-p method
was at the level of 1%. Comparing the B-p to the CN model, the deviation reached 1% in the case
of test II and III. In test IV and V, a deviation over 1 GeV is less than 5% compared to the CN
model. However, under 1 GeV we observe a very similar shape, reaching a maximum deviation of
11% in the case of test IV and 23% in the case of test V.
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System CPU RAM GPU
CPU System 4 x AMD Opteron(TM) Processor 6274 32GB -
GPU System Intel(R) Core(TM) i5-7500 CPU 16GB Geforce GTX1080TI 11GB

Table 3: Configuration of refence systems

Figure 5a shows the deviation that was found during the testing of 1D F-p model GPU
implementation. Pulsations were present on the entire spectrum evaluated by simulation with
a time step dt < 2.0. Pulsations were not present in spectra from simulations with time steps longer
than 2.0s. We suggest several hypotheses for the primary cause of the pulsation error:

• Use of the –use-fast-math parameter during compilation

• Incorrect distribution of random numbers

• Incorrect distribution of injected energies

• Differences between single and double precision.

The fast math parameter [3] is used to accelerate math operation but it also decreases accuracy
in certain mathematical operations. We tried to simulate 50 billion particles without the –use-fast-
math parameter. From the output spectrum that is shown in the figure 5b, we can assume that this
compilation parameter is not the cause of the pulsations. The only difference is visible between 0-2
GeV, where pulsations are more clearly visible.

As mentioned in section 2, we used the XORWOW pseudo-random number generator. Saito
et al. [12] confirmed that the XORWOW pseudo-random number generator failed in a few tests of
the BigCrush test framework. Dunzlaff et al. [5] measured differences between simulation using
XORWOW and MTGP324 pseudo-random number generators. They did not find any issues that
can affect simulation but they were not measured in potential edge cases. After using the MTGP32
pseudo-random generator, the output spectrum did not change when compared against the spectrum
in figure 5a.

The most plausible hypothesis is that the pulsations are caused by changing precision in the
GPU implementation. Pulsations are not present in the output spectrum from CPU implementation
with identical input parameters.

4. GPU implementation acceleration testing

Redesigning and reimplementing heliospheric models on a GPUwould be useless if we had not
accelerated the GPU solution against the CPU solution on the reference system. The configuration
of the reference GPU and CPU system is defined in table 3.

Dunzlaff et al. [5] implemented a GPU solution that was accelerated 10-60 times against an
OpenMP solution on a CPU. This range is valid for backward-in-time GPU implementation because
they solely focused on backward-in-time. Our implementation of the B-p model was accelerated
from 86.87 to 183.47 depending on input parameters, similarly to Dunzlaff et al.. The differences

4Variant Mersenne Twister pseudo-random generator suitable for GPU
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(a) Ratio of energy spectra for V = 400 km/s,
 0 = 5G10222<2/B and time step dt = 5.0s

(b) Ratio of energy spectra between GPU and CPU
implementations

Figure 2: Ratio of energy spectra for F-p and B-p model for test I.

(a) Ratio of energy spectra for V = 300 km/s,
 0 = 1G10232<2/B and time step dt = 5.0s

(b) Ratio of energy spectra for V = 700 km/s,
 0 = 1G10232<2/B and time step dt = 5.0s

Figure 3: Ratio of energy spectra for tests II and III.

between both accelerations are caused by a greater time gap between the used reference CPU and
GPU that we used.

In the case of the forward-in-time model, we did not find any paper on the topic of acceleration.
Therefore, we decided to test acceleration with input parameters from test I. Our GPU imple-
mentation of 1D F-p was accelerated 7.71-times compared to CPU implementation on a reference
multiprocessor system.

5. Conclusion

Acceleration on a GPU can provide much needed computing power, especially for backward-
in-time implementation. The accuracy of the tested GPU implementation of the B-p model is nearly
identical with a CPU implementation.
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(a) Ratio of energy spectra for V = 300 km/s,
 0 = 1G10222<2/B and time step dt = 5.0s

(b) Ratio of energy spectra for V = 700 km/s,
 0 = 1G10222<2/B and time step dt = 5.0s

Figure 4: Ratio of energy spectra for tests IV and V.

(a) Ratio between F-p and CN spectra with dt = 0.5s (b) Ratio between F-p and B-p spectra with dt = 1.5s

Figure 5: Ratio between F-p spectra with pulsation and B-p spectra

GPU implementation of the forward-in-time model proved useful, even with lesser acceleration
than the backward-in-time model. Issues with accuracy with time steps less than 2.0 s can be
considered as an edge case because it is not common to use such a low time step, which we have
assumed that from fact that many authors have not used time steps lower than 5.0 s in [2] [5] [13]
[14].

The overall effect of acceleration on a single GPU can be multiplied by implementing support
for multiple GPU on a single computer or distributed system that can use a GPU as a computing
unit across multiple computers.
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