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Introduction

The Symposium "Artificial Intelligence for Science, Industry and Society" took place on 21-25
October 2019 at the Universidad Nacional Auténoma de México (UNAM), Mexico City, Mexico.
This contribution presents the highlights of a half-day workshop on policy aspects related to Arti-
ficial intelligence (Al).

In recent years the field of artificial intelligence has grown from a niche technology into one
that can provide disruptive innovation, including autonomous vehicles, as well as systems which
can assist humans in decision making, including in pandemic or other disaster relief situations,
judiciary (assessment of risk of repeat offending), traffic control and many more.

As is shown in the various contributions throughout these Proceedings, Al already plays a
major role in all stages of the scientific process, for example, Al assists radiologists to help recog-
nise cancers in medical imagery and helps particle physicists identify patterns in immensely com-
plex events. Deep learning, high-performance computing, "big data" and open-source software are
transforming the scientific landscape at an ever-increasing pace.

In the context of the current COVID-19 pandemic, Al demonstrates the potential for mak-
ing significant contributions, as shown by the BlueDot algorithm which sent early warning of the
new virus, through analysis of news reports and airline ticketing data. (McCall, 2020[15]). Al
analysis of CT scans was also used to assist with diagnosis of COVID-19 as a quick alternative to
PCR tests, and may be used to forecast further spread and seasonal influences on the virus (McCall,
2020[15])." Deep neural networks and symbolic Al also have a potential to help in the drug discov-
ery process, by extracting connections from scientific literature, as shown by Benevolent Al which
has been able to identify a candidate molecule (Richardson et al., 2020[25]). More broadly, Al
helps: (i) understand the virus and accelerate medical research; (ii) detect and diagnose the virus,
and predict its evolution; (iii) assist in preventing or slowing the virus’ spread through surveillance
and contact tracing; (iv) respond to the health crisis through personalized information and learning;
and (v) monitor the recovery and improve early health warning signals (OECD, 2020[18]).

Amid the opportunities for Al are important issues of governance, trust ranging from ques-
tions of transparency (being able to explain and verify the operation of algorithms), to security (for
example ensuring the robustness and dependability of Al systems), privacy (not infringing inap-
propriately on the privacy of users or third parties), as well as broad questions of governance (such
as ensuring that Al systems ultimately operate in ways that align with a broad range of societal
preferences).

Rapid technological advancement can sometimes outpace policy highlighting the need for
policymakers and institutions to anticipate and adjust to changing circumstances.

In addition to introductory remarks, the policy discussions were organised in two panels, the
first one focusing on Al strategies geared at preparing for the future, and the second on new policy
ideas and harnessing Al for societal progress.

IThe acutal contribution of Al in this outbreak has thus far been limited, but could be decisive in the future, as
discussed in (Heaven, 2020[10])
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Introductory remarks

Dr Judith Arrieta, Minister of the Foreign Service at the Chief of Staff’s Office of the Secretary
of Foreign Affairs of Mexico introduced Mexico’s Al strategy which is under development. With
the support of the Office of the Presidency, the Digital National Strategy Office, the ministries of
Communications and Transportation, and of Foreign Affairs it aims a quintuple helix approach,
including government, academia, business, and civil society. The Ministry of Foreign Affairs is
also reaching out to the Mexican highly qualified diaspora, which contains a number of individuals
highly skilled in machine learning techniques.

The new Al strategy under development will serve the priorities of the National Development
Plan 2019-2024, which aims to leverage societal progress under the 2030 Agenda motto ‘to leave no
one behind‘, adding: ‘and no one outside’. These priorities are the rule of law, welfare, economic
development, gender equality, inclusion and anti-corruption. It has also set the year 2024 to expand
internet access to all, that is, to more than 130 million inhabitants.

Mexico’s Ministry of Foreign Affairs is implementing the use of new technologies including
Al to reach out to Mexicans abroad, focusing in particular on those in fragile conditions. Al can
be used to detect hate speech and fake news and thus defend their human rights. For this purpose,
a chatbot is being designed with the support of UNAM, to facilitate services and protection. It will
also be translated into indigenous languages. This bot will help streamline information to expedite
passports, education, health and financial inclusion services to Mexican communities, particularly
in the US, through official websites and popular social media platforms. Therefore, the use of
cryptocurrencies is also being evaluated to facilitate remittance payments, under the disposition of
a Fintech law enacted by the Mexican Parliament last year.

Partnering with UN Women, Mexico is also promoting the digital inclusion initiative (includ-
ing Al) of the United Nations Digital Cooperation Report 2019. Best practices will be brought to
the 75th UN General Assembly in September 2020. The report and high level discussion were initi-
ated by Mexico, supported by 40 nations, with two resolutions (72/242 and 73/17) which requested
the 45 UN agencies that deal with technology to assess yearly how to advance the 2030 sustainable
development agenda with the help of new technologies, as well as to address their challenges.

Alan Paic, Senior Policy Analyst, Science and Technology policies, OECD

OECD work in the area of Artificial Intelligence began in the context of the G7 ICT Ministerial
Meeting in Takamatsu in 2016. This was followed by a high-level conference organised in 2017 at
the OECD Conference Centre under the title "Al: Intelligent Machines, Smart Policies".

This early work has brought to light the realisation that the rapid growth of Al technologies
requires swift development and deployment of good policies. Given the development, breadth and
universal reach of Al and related technologies, a multi-disciplinary and multi-stakeholder approach
is needed, and requires global dialogue and collaboration across borders.

In May 2018, the OECD established an Al group of experts at the OECD (AIGO) to scope prin-
ciples to foster trust in, and adoption of, Al. AIGO was a multi-stakeholder and multi-disciplinary
body comprising more than 50 experts from governments, business academia, international organ-
isations, the technical community, trade unions and civil society.
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Building on the work of AIGO, on May 22, 2019, at the annual Ministerial Council Meet-
ing, the OECD’s 36 member countries, along with Argentina, Brazil, Colombia, Costa Rica, Peru
and Romania (in total 42 countries), formally adopted the OECD Al Principles — the first set of
intergovernmental policy guidelines on AI (OECD, 2019[21]).

Values-based principles Recommendations for policy makers
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Figure 1: OECD Principles on Al. Source: (OECD, 2019[21]).

The Principles consist of five values-based principles for the responsible stewardship of trust-
worthy Al, as well as five recommendations to policy-makers pertaining to national policies and
international co-operation (Figure 1). They aim to foster innovation and trust in Al by guiding
governments, organisations and individuals to develop and operate Al systems in a way that puts
people’s best interests first while ensuring that those who play an active role in the Al system life-
cycle — including Al system designers, developers and operators — are held accountable for their
proper functioning.

The objective is to maximise the benefits from Al while minimizing the risks and concerns,
such as the impact on human rights and values, work and jobs. Special attention is dedicated to
international cooperation and inclusion of developing countries and underrepresented populations.

While not legally binding, OECD Principles do carry a political commitment, and in other pol-
icy areas have proved highly influential in setting international standards and helping governments
to design national legislation.

In June 2019, Leaders of the G20 convened in Osaka, Japan, and agreed to commit to a human-
centered approach to Al, guided by the G20 Al Principles drawn from the OECD Recommendation
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on Al This is a significant accomplishment given that the G20 accounts for most of the Al devel-
opment underway globally.

In parallel, the OECD published an analytical report on Al, entitled “Artificial Intelligence in
Society” (OECD, 2019[19]), in June 2019. It examines the Al technical and economic landscape,
providing a historical overview of the evolution of Al and AI’s new role as a general-purpose tech-
nology that can lower the cost of prediction and enable better decisions. The report describes areas
which are experiencing rapid uptake of Al technologies and highlights key related policy questions.
Its goal is to help build a shared understanding of Al in the present and near term, and to encourage
a broad dialogue on important policy issues, such as labour market developments and upskilling
for the digital age; privacy; accountability in Al-powered decisions; and the responsibility, security
and safety questions that Al generates. The report also presents an analytical base supporting the
Al principles.

The OECD Al Policy Observatory (OECD.AI), launched on 27 February 2020, aims to help
countries encourage, nurture and monitor the responsible development of trustworthy artificial in-
telligence (Al) systems for the benefit of society. As an inclusive online platform for public policy
on Al, the Observatory provides a comprehensive database of Al policies from across the world.

OECD.AI combines resources from across the OECD with those of partners from all stake-
holder groups to facilitate dialogue and provide multidisciplinary, evidence-based policy analysis
on Al. This includes resources on Al public policy topics; Al policies and initiatives; Al trends
and data; and practical guidance on implementing the OECD Al Principles. OECD.AI serves as
a centre for policy-oriented evidence, debate and guidance for governments, supported by strong
partnerships with a wide spectrum of external actors. It leverages live data from partners to help
inform policy by showing dynamic visualisations with timely trends about where, how and at what
rate Al is being developed and used, and in which sectors.

Definitions of Al

Artificial intelligence is a broadly used term, but not always precisely defined. In addition
to the definition developed by the OECD, we will present some definitions used in the countries
represented in the panel.

e The OECD definition of Al is based on a proposal by the Al Group of experts at the OECD
(AIGO) that scoped the OECD Principles on Al in view of delineating the scope of appli-
cability of the OECD Principles: “An Al system is a machine-based system that can, for
a given set of human-defined objectives, make predictions, recommendations, or decisions
influencing real or virtual environments. It does so by utilising machine and/or human-based
inputs/data to: i) perceive real and/or virtual environments; ii) abstract such perceptions into
models manually or automatically; and iii) use model interpretations to formulate options
for outcomes. Al systems are designed to operate with varying levels of autonomy.” (OECD,
2019[23])

e The French government relies on the definition provided by the Villani Mission on Al: Im-
itate human capabilities. Marvin Lee Minsky, who is considered as one of the founding
fathers of Al, defines it as follows: "the science of making machines do things that would
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require intelligence if done by men. It requires high-level mental processes such as: per-
ceptual learning, memory and critical thinking. In other words, artificial intelligence is the
science of building computer programs that aim to perform tasks that would require some
intelligence if they were done by human beings. Therefore, no human activity seems to be
out of reach: moving from one place to another, learning, reasoning, socializing, creativity
etc. Nevertheless, we are still far from creating a machine that would be able to match or
outperform human capabilities in all fields." (Villani Mission on A, 2018[27])

e The definition used for the term "artificial intelligence" by the German Data Ethics commis-
sion is the following: "In this context, we understand ’artificial intelligence’ as a collective
term for technologies and their applications which process potentially very large and het-
erogeneous data sets using complex methods modelled on human intelligence to arrive at a
result which may be used in automated applications. The most important building blocks of
Al as part of computer science are sub-symbolic pattern recognition, machine learning, com-
puterized knowledge representation and knowledge processing, which encompasses heuris-
tic search, inference and planning." (German Ministry of Justice and Consumer Protection,
2018[8])

e The Mexican white paper on Al, prepared by civil society organisations, defines it as fol-
lows: "Artificial intelligence (Al) refers to machines, and generally computer systems, that
can simulate the processes of natural intelligence displayed by humans. These processes
include learning, reasoning, and self-correction®. The phrase ’artificial intelligence’ is now
an umbrella term that refers to a broad range of research approaches and technologies". Ad-
ditional explanations are provided, referring to weak’ and ’strong’ Al, as well as machine
learning as "a subfield of Al that involves building algorithms which learn from experience
and make predictions about data, without being explicitly told what to do." (Oxford Insights,
CMINDS, British Embassy in Mexico, 2018[24]).

Panel 1: Artificial Intelligence strategies — preparing for the future

This first panel of the session was dedicated to Al strategies and other policies preparing the
future for trustworthy, transparent, explainable and ethical development of Al, and explored the
following questions:

e Based on the conceptualisation and development of your national Al strategy, what do you
consider is the most important and/or the most difficult "ethical" issue that governments must
address?

e As Al and its applications evolve, new governance challenges will arise. What foresight
mechanisms might be recommended to anticipate such challenges and what role must the
private sector play?

2For the purposes of this report, "learning" refers to progressively improving performance on a specific task, without
being explicitly programmed; "reasoning" refers to the ability to make inferences.
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e Most Al-related R&D is undertaken by a small number of firms. In what ways does this
reality inform and shape the public R&D element of national Al strategies?

The panel was comprised of speakers from Germany, France, Australia, Canada and the Al for
Good Lab at CMINDS (NGO).

Nations across the world are realising that a strategic approach is needed, in order to be able to
make society benefit from this new technology, and encourage innovation, while protecting privacy,
human dignity and the democratic rights of citizens.

While Mexico’s strategy is still under development, France, Germany and Australia presented
their Al strategies, and Canada presented its Directive on Automated Decision-making as an initial
cornerstone of Al policy making.

Mexico

Building on the introductory remarks by Dr Judith Arrieta, Cristina Martinez Pinto, Al for
Good Lab Director at CMINDS presented a diagnostic white paper titled *Towards an Al Strategy
in Mexico - Harnessing the Al revolution’ (Oxford Insights, CMINDS, British Embassy in Mexico,
2018[24]) which was co-developed with inputs from 70 experts, and was based on a mapping of
the Al ecosystem, and an analysis of international Al strategies. Common themes developed in the
report include open data policies, data infrastructure and cybersecurity, governance, government
and public services. A draft national vision has been proposed, which calls for the creation of an
Al working group in Congress, a national centre for Al research, and strengthened links between
government, public service, academia and industry. The report also recommends the development
of skills and education in order to develop more computational thinking, as well as soft skills such
as empathy and complex thinking. Finally, ethics is an important pillar, and the report calls for the
creation of a Mexican Al Ethics Council. An additional pillar has been added to reinforce linkages
with Mexicans abroad, leveraging the highly skilled diaspora in building up the Al ecosystem.

Currently, the process is being pushed forward by a citizen-led coalition of 140 people, and a
number of pilots are being conducted which will help understand the impact of future legislation,
making sure regulation would protect without stifling innovation. Regulatory sandboxes are being
developed to help understand how start-ups and companies would abide by certain rules while en-
couraging innovation. Experiments are being conducted with data trusts, mechanisms for sharing
data from private companies for use by the public sector in order to improve public services. This is
based on international best practice, adapted to the Mexican national context, and applied to Mex-
ico’s national interest. The Commission for Science and Technology in the Chamber of Deputies
is closely monitoring the outcomes, and will likely propose legislation based on those outcomes.

One of the pilots, being developed in partnership with the Inter-American Development Bank,
is called *fAlr Jalisco’ and aims at setting up an Al centre in the state of Jalisco with the objective of
accelerating the responsible use of Al for social policies and social impact entrepreneurship. In this
pilot, Al serves social purposes, for those who need it the most, providing better and personalised
social services. The focus is on communicating a clear narrative to the beneficiaries, focusing on
the impact, rather than the technology, with the objective to achieve a better outcome (CMINDS,
n.d.[2]).
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Germany

Andreas Hartl, Head of Division on Strategy Artificial Intelligence, Data Economy and Block-
chain, German Ministry of Economic Affairs and Energy presented Germany’s strategy "Al Made
in Germany", adopted in 2018, with a global budget allocation of 3 billion euros until 2025. The
strategy builds on the basis of decade-long world class research in the field, but also realisation
that it lags in applications of this research and especially take-up by companies. The three main
objectives are: (i) make Germany and Europe a leading centre for Al and thus help safeguard
Germany’s competitiveness in the future, (ii) responsible development of Al, and (iii) integrate Al
in society in ethical, legal, cultural and institutional terms in the context of a broad societal dialogue
and active political measures. The field is also characterised by worries about lack of explainability
("black boxes") and potential biases.

The additional funding under the Strategy will mainly go into reinforcing research, with a goal
further building up the national network of Centres of Excellence for Al, and supporting the transfer
of Al expertise into use of especially SME businesses. This will also finance 30 new research
professorships by 2024, eventually to be expanded to 100 professorships, and also reinforce 6
national research centres in order to double the research capacity in AI. Knowledge transfer to
SME:s is to be ensured particularly through 26 dedicated Centres of Excellence. An innovation
competition is organised with 135 consortia bidding for 10 M€ of prizes. 15 consortia will be
granted funding. Further calls will follow-up.

Additional fields of action, include: (i) International research and innovation cooperation (bi-
lateral France-Germany, as well as European); (ii) systemic approach to software & processors; (ii)
boosting the stock of data while at the same time enabling a high-performance, competitive, secure
and trustworthy data infrastructure for Europe with project GAIA-X (German Federal Ministry for
Economic Affairs and Energy, 2020[6]).

France

Ana Valcarcel Orti, Inria and Project Manager of the French Al Research Programme pre-
sented France’s "Al for Humanity" strategy (March 2018) (French Government, 2018[5]). With
a budget of 1.5 billion euros for five years, the French Strategy for Al is focusing on three axes:
(i) achieving best-in-class level of research for Al, through training and attracting global talent in
the Al field, (ii) disseminating Al to the economy and society through spin offs and public-private
partnerships and data sharing, as well as (iii) establishing an ethical framework for Al. Those pri-
orities are based on the Villani mission report, written based on hearings of 300 Al experts from
around the world (Villani, 2018[28]). The strategy also has a strong international component: bi-
lateral cooperation, actions with international organisations (OECD, UNESCO and G7/G20) and
convergence of strategies with the European Union.

The research and talent pillar represents 45% of the total budget. The objective of this axis is
to establish France as one of the top 5 countries in Al. To this aim several actions will be carried
out in a first phase extending from the end of 2018 to 2022:

e Set up national research network in Al coordinated by INRIA;
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o Initiate 4 Interdisciplinary Institutes for Artificial Intelligence: 3IA @Cote d’ Azur, ANITI in
Toulouse, MIAI in Grenoble and PRAIRIE in Paris;

e Promote programs of talent support throughout the country;
e Contribute to the development of a specific program on Al training;

e Increase the computing resources dedicated to Al and facilitate access to these infrastruc-
tures;

e Boost public-private partnerships;
e Boost research in Al through the French National Research Agency (ANR) calls;

e Strengthen bilateral, European and international cooperation.

Australia

Estelle Parker, from the Australian Embassy in Mexico underlined that the focus of Australian
policy making concerning Al has been focused mostly on the ethical issues but also on the capac-
ity of Australia to harness the opportunities. The government’s strategy called "Australia’s Tech
Future" covers the domain of Al and focuses on four areas: (i) people’s skills as an enabler to
take advantage of opportunities which can arise from technology; (ii) improvement of government
services; (iii) digital assets, i.e. building up a high quality infrastructure for the digital economy
(iv) creating an enabling environment, including regulation to fulfil stakeholder expectations about
what government can do to regulate Al and other digital technologies.

Australia is very positive about the opportunities Al could create for productivity increase,
for example in agriculture through identification and eradication of weeds and targeted herbicide
application. Productivity gains need to be identified, and Australia should not be complacent about
economic growth (in spite of having achieved growth in 28 consecutive years).

The government has allocated resources to a cooperative research centre at PhD level, as well
as for online resources to teach Al at school level. Australia has a Centre of Excellence for auto-
mated decision making and society, which is multidisciplinary, bringing together researchers from
humanities, social and technological sciences.

An ethics framework ("Al ethics principles") has been co-developed with community groups,
civil society, business and government. Mistrust within the public could exist especially in relation
to privacy, since Al enables the government to hold and process a large amount of private infor-
mation about individuals. It was based on pre-existing ethical frameworks, which were applied to
Al The basic premises of the framework are that Al should do no harm, and should contribute
net benefits for the community, with Al applications required to ensure legal compliance, trans-
parency, fairness, privacy and accountability (Australian Department of Industry, Science, Energy
and Resurces, 2019[1]).

The Australian Al Ethics Principles include: (i) human, social and environmental wellbeing;
(i1) human centred values — respecting human rights, diversity and autonomy of individuals; (iii)
fairness — the avoidance of discrimination and bias; (iv) privacy protection and security; (v) relia-
bility and safety; (vi) transparency and explainability; (vii) contestability; and (viii) accountability.
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The principle of contestability is to ensure that when the algorithm impacts a person, there is an
effective and efficient process for the individual to challenge the output of the algorithm. Another
important principle is accountability, which requires people responsible for the creation and imple-
mentation of algorithms to be identifiable and accountable for the impacts of the algorithms, even
if those impacts are unintended.

Canada

Canada was the first national government to adopt a regulation for automated decision making,
as a first policy basis for future Al policies, according to Ashley Casovan, former Director of Data
Architecture and Innovation for the Treasury Board of Canada Secretariat. The objective of the
Directive on Automated Decision-Making is to ensure that automated decision-making systems
"are deployed in a manner that reduces risks to Canadians and federal institutions, and leads to
more efficient, accurate, consistent, and interpretable decisions made pursuant to Canadian law"
(Government of Canada, 2019[9]). Automated decision-making systems are technologies which
assist or replace human judgement (e.g. fire prevention, derailment prevention systems). They rely
on technologies such as rules-based systems, regression, predictive analytics, machine learning,
deep learning, and neural nets.

Algorithmic impact assessment is the cornerstone of this policy. It is used to assess the impact
of algorithms on the public, to achieve a balance between innovation and protection of the public,
including protection of the individual as well as the community, and serve to extend protection
beyond privacy issues.

This balance between innovation and protection is different, according to the use case: clearly
the attribution of a certain campsite by a National Park has less of an impact than the decision
about the clearance for crossing the national border. Therefore impact levels are scored on a 1-4
scale, and requirements are adapted to the impact levels, with respect to the necessary peer review
of the system, notice given to citizens about the functioning (explainability), necessity of including
a human in the loop for the final decision, explanation of the final decision, training, contingency
planning and approval of the system.

The objective of the Directive is to provide ethical and responsible services: avoid bias, ensure
fairness, robustness, interpretability, explainability. In the context of individual projects standards
should assist this. The Directive now needs to be implemented, and standards need to be developed.

Panel 2: New policy ideas — how can we harness Al for societal progress?

Al is only as useful as the quality and volume of data it is trained on. Many Al-intensive start-
ups master the technology but are constrained by data access. This panel was structured around the
following questions:

e What are the best ways to enhance data availability such that Al-intensive firms can work on
a broad set of problems relevant to the public interest?

e Fully explainable Al is not yet a reality, even though some progress is being made. What
are the best ways to address public concerns over transparency given the current state of AI’s
development?
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e Al today is an extremely fast-moving technology. How can governments best ensure that
adjustments in policies and institutions match the rapidity of change?

o We need to ensure that Al technologies and tools will be implemented in a responsible and
ethical manner. How do we balance innovation and protection of the public and environment?

Speakers on this panel included representatives from France, Tambourine ventures, Al Global,
ATOS, the University of Pisa, IBM and Huawei.

Artificial Intelligence ethical dilemmas

Artificial intelligence has great potential to assist humans, and reduce some of the weaknesses
in decision making. In science, Al can lead to faster discovery, cheaper experimentation, and
improved knowledge and data sharing and scientific reproducibility (OECD, 2020[17]).

However, numerous issues including acceptable use of Al, explainability, algorithmic bias,
enforcement of ethical principles and democratic control over key decisions remain and were dis-
cussed in the second panel.

Towards an understanding of societal impacts of Al uses Artificial intelligence can be lever-
aged across many sectors of human activity, and can enhance business processes in enterprises, the
capacity of problem solving in various fields of science, as well as coping with global challenges
such as the 2020 pandemic situation, as noted above.

However, Al can also be used for military purposes. A large number of highly respected per-
sonalities including Elon Musk, Stephen Hawking and Steve Wozniak, called for a ban on offensive
autonomous weapons such as drones in 2015, and the European Parliament passed legislation in
2018 which "Urges the VP/HR, the Member States and the Council to work towards the start of
international negotiations on a legally binding instrument prohibiting lethal autonomous weapon
systems" (European Parliament, 2018[4]). At the same time, there are plausible arguments towards
the fact that such systems might actually decrease human suffering and collateral victims (Miiller,
2016[16]).

In 2018, the public was made aware of Project Maven, a contract given to Google by the
Pentagon to build Al for drones, in order to differentiate people from objects on the ground. The
project was stopped following a petition by 4,000 Google employees who put forward the view that
Google was putting users’ trust at risk, as well as ignoring its "moral and ethical responsibility".

Additional issues are linked to the manipulation of public opinion, of which the Cambridge
Analytica case is just the tip of the iceberg, and the role of Al in the production and use of fake
news. Job displacement is another issue raising the question of the continued validity of the Schum-
peterian creative destruction — will the technological advances ensure the creation of number of jobs
equivalent to the number being lost? These are some of the issues which were developed by Ulises
Cortes in his plenary speech on Trustworthy Al at this Conference (Cortes, 2019[3]).

Are Ethics local or global?

A point of debate concerned the degree of global vs. local values influencing ethical princi-
ples. On the one hand, it was argued that a common basis is needed for ethical values applicable

10
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worldwide, due to the global nature of Al technology and its applications worldwide. On the other
hand it was argued that ethics depend on values, and since relevant societal values vary, ethical
values also vary, and even more so their enactment through regulation.

As an example, Professor Andrea Bertolini, Dirpolis Institute and University of Pisa under-
lined that western societies are centred on the individual, while the Chinese culture values the
community interest above the individual. Within Western societies, European countries on the one
hand and the United States on the other hand, who both affirm the relevance of human dignity and
privacy — the latter intended as freedom of self-determination — more often than not balance said
values differently, as it emerges from the bioethical debate and its principles. Similarly, Europeans
will favour the precautionary principle as regards regulation, while in the United States a risk-
based approach is more common. The diversity of values will inevitably lead to different ethical
principles and different regulations across societies, and this is not a problem — on the contrary the
dialogue which exists between those different systems should lead to the advancement of all legal
systems alike, favouring the development of competing systems.

Prof Bertolini mentioned that one could imagine some products being banned from some coun-
tries as non-compliant to local ethical principles — indeed some existing products and services (e.g.
alcoholic beverages) are also banned on similar grounds. He thus proposes that solutions be sought
at a regional (e.g. European) level, rather than through a global harmonisation.

Nevertheless, Mirjana Stankovic warned that regulating at national or regional level may lead
to "protectionism in disguise". For example, data localization policies could affect the free flow of
information across borders, and the maintenance of global supply chains, and ultimately free trade
in goods and services. Thus, law and ethics should not be analysed in isolation, but rather changes
in law should be seen through the perspective of regulatory impact assessment, i.e. how regulations
impact global trade flows.

Avoiding bias (‘Artificial stupidity’)

Discussants warned that with Al there is a danger of introducing new biases, or perpetuating
and amplifying previous human biases, in particular when training of the algorithm occurs on
the basis of previous human-arbitraged decision data. More than 180 human biases affecting Al
decision-making have been identified by IBM researchers (IBM, n.d.[11]). This phenomenon has
been referred to as ’artificial stupidity’.

For example, it was mentioned that studies of court decisions in Israel have concluded that
judges are likely to rule unfavourably before a meal break when they are hungry (0% parole grants),
while after the meal they are much more lenient (65% parole grants). In the United States, an al-
gorithm called COMPAS (Correctional Offender Management Profiling for Alternative Sanctions)
is being used to assist judges with sentencing and probation decisions. However, this system has
been shown to have a racial bias, with double the probability of incorrectly labelling black people
as being at high risk of committing repeat violent crime, compared to white people (Larson, Mattu
and Lauren Kirchner, 2016[14]).

Further, discussants underlined that such bias needs to be closely monitored. Researchers
are developing automatic bias-detection algorithms, mimicking human anti-bias processes, such as
control of consistency of decisions and correlation to potential sources of bias such as race, gender,
age and other variables.
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Bias also needs to be corrected when identified. For example, the Canadian algorithmic impact
assessment cited in the previous section provides for an assessment of the severity of potential
impact on the individual, and a policy response adapted to that severity.

The explainability of decisions of Al algorithms is a key to controlling algorithmic bias, and
will be treated in the next subsection.

Explainability

A common concern with Al is the complexity of the algorithms which contain multiple con-
nections, impossible for the human mind to comprehend, especially in the case of deep learning,
which uses a non-linear approach to learning. Such algorithms are often referred to as "black
boxes", because they are not available for review by third parties. This is an issue in particular
when the decisions of such algorithms have an impact on individuals, and there can be (perceived
or real) bias in those decisions. The natural (human) reaction is to ask for an explanation, which
most often is not easy to provide.

Professor Andrea Bertolini pointed out that explainability may or may not be needed, depend-
ing on the context, and in particular the impact of the Al decision. He mentioned that in the trivial
applications this is not needed, but is very important when Al affects the areas of justice or health-
care for example. Such a differential approach is adopted by the algorithmic impact assessment
approach of the Canadian Directive on Automated Decision-making. The Directive foresees a sim-
ple "Frequently asked questions" on its website for the lowest impact decisions (such as allocating
a campsite), while for the high impact decisions (such as authorising a border crossing) it will "en-
sure that a meaningful explanation is provided with any decision that resulted in the denial of a
benefit, a service, or other regulatory action." (Government of Canada, 2019[9])

The French government supports transparency through publishing of the code of all algorithms
developed through public funding as open source, enabling individuals to be able to check the
functioning of the algorithms, and enhance explainability. However, it was pointed out that access
to the algorithms is not sufficient, one would also need access to the training data sets, as well as
sufficient computing power to reproduce the results — which is not always feasible.

Mirjana Stankovic, Vice-President for Emerging Technologies at Tambourine ventures cau-
tioned against the use of Al in justice systems or any public policy decision making, precisely
because of the limited explainability and potential biases which can be introduced. Instead, she
called for policy experimentation in policy sandboxes and policy labs, which may provide useful
insights into future applications.

How can ethical principles be enforced?

Mirjana Stankovic called for ethical approaches to Al which should be human rights-centric,
incorporating substantive, procedural, and remedial rights. The proposed approach would address
3 layers: governance (national and international), operational — organizational level, and industry
self-regulation or setting standards.

Stankovic continued to explain that initially, an ‘Al ethics by design approach’ was encouraged
by professional associations such as the Institute of Electrical and Electronics Engineers (IEEE).
In such approaches, ethical concerns are to be considered before a system is deployed, and ac-
countability and transparency are critical principles that must be built in any Al innovation project.
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To maintain transparency, the IEEE recommends developing new standards that describe mea-
surable, testable levels of transparency, allowing for objective assessment and determination of
the level of compliance (IEEE, 2016[13]). IEEE also promoted principles for ethically aligned
design, including safety and beneficence of artificial general intelligence and artificial superin-
telligence, personal data and individual access control, reframing autonomous weapons systems,
economics/humanitarian and law (IEEE, 2017[12]).

Discussants continued by underlining that in practice, keeping algorithms transparent is a chal-
lenge because of heavily interlinked and layered processes of algorithmic programming, in partic-
ular where deep learning is involved. Alternatives to "ethics by design’ may include ethical reviews
at critical junctures. Such mechanisms include codified data ethics principles or codes of conduct,
ethical impact assessments and privacy impact assessments, ethical training for researchers, and
ethical review boards according to Stankovic. Privacy impact assessments, in general, allow de-
velopers and organizations to effectively assess the risks posed (ensuring compliance with privacy
requirements, identifying mitigation measures, and effectively classifying the impacts of data and
algorithm use). A stakeholder-inclusive approach that features "the proactive inclusion of users"
is also desirable. The context of data use should also always be considered, thus requiring human
intervention, and at times, context-specific expertise.

An approach based on human-centred values and fairness can be constructed based on human
rights impact assessments, which evaluate technology against a wide range of possible human rights
impacts. Such assessments can help determine the risks focusing on incidental human impacts
(OECD, 2019[20]).

Self-regulation by the private sector

Private sector representatives at the panel underlined the importance of ethical principles for
their everyday operations. Cédric Bourrasset, Artificial Intelligence product manager at ATOS
mentioned an ATOS product which enables searching and tracking people without using face recog-
nition technology, while complying with the General Data Protection (GDPR). This means that the
Al system cannot be based on any pre-existing dataset of personal data, but only allow tracking of
a given person within the same recording, with a specific purpose and under specific rules. An-
drea Escobedo Lastiri, Government & Regulatory Affairs Leader at IBM Mexico presented IBM’s
Ethics for Al principles: accountability, value alignment, explainability, fairness and user data
rights. She underlined that IBM relies on good practices and open source tools for trust and trans-
parency. In France, a manifesto has been signed by Air Liquide, Dassault Aviation, EDF, Renault,
Safran, Thales, Total and Valeo, whereby these companies commit to a coordinated action plan on
French Al ecosystem participation including start-ups, SMEs and the public sector.

However, according to Mirjana Stankovic, the effectiveness of self-regulation is questionable:
for example, when Google acquired DeepMind in 2014, perhaps the world’s most important Al
lab, the company agreed to set up an external review board that would ensure the lab’s research
would not be used in military applications or otherwise unethical projects. But five years later, it
is still unclear whether this board even exists. Google, Microsoft, Facebook and other companies
have created organizations like the Partnership on Al that aim to guide the practices of the entire
industry, but the effectiveness of these operations remains to be proven. According to Stankovic,
the most significant changes have been driven by employee protests, e.g. when Amazon employees
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protested against the sale of facial recognition services to police departments and various academic
studies highlighted the biases within these services (Singer, 2019[26]). Amazon and Microsoft
have since called for government regulation in this area.

Safeguards for ethical issues: accountability, contestability, and human in the loop

Estelle Parker from the Australian Embassy in Mexico presented contestability, a key principle
of the Australian Al Ethics Framework: when an Al system significantly impacts a person, com-
munity, group or environment, there should be a timely process to allow people to challenge the
use or output of the Al system. Another important principle according to Ms. Parker is account-
ability, which requires people responsible for the creation and implementation of algorithms to be
identifiable and accountable for the impacts of the algorithms, even if those impacts are unintended.

The discussion further focused on safeguards proportional to the impact on fundamental hu-
man rights. Ashley Casovan presented the Canadian Directive on automated decision-making,
where in cases labelled as "high impact’ or ’very high impact’, "decisions cannot be made without
having specific human intervention points during the decision-making process; and the final deci-
sion must be made by a human." (Government of Canada, 2019[9]). This is equally so in Germany,
where "in the areas with high implications for fundamental rights that require the central decisions
to be made by the democratically elected legislator." (German Ministry of Justice and Consumer
Protection, 2019[7])

Regulation and democratic control shall prevail

The German data ethics commission presented the *Opinion of the Data Ethics Commission’
to the federal ministers in October 2019. The report presents 75 recommendations, including gen-
eral ethical and legal principles, such as: (i) human dignity, self-determination, privacy, security,
democracy, justice and solidarity, sustainability, and further goes on with more detailed recommen-
dations concerning data and algorithmic systems, including a reference to the Canadian algorithmic
impact assessment. The report nevertheless concludes that "regulation is necessary, and cannot be
replaced by ethical principles, [...] in particular in the areas with high implications for fundamen-
tal rights that require the central decisions to be made by the democratically elected legislator.”
(German Ministry of Justice and Consumer Protection, 2019[7])

Regulation and democratic control shall prevail

The German data ethics commission presented the *Opinion of the Data Ethics Commission’
to the federal ministers in October 2019. The report presents 75 recommendations, including gen-
eral ethical and legal principles, such as: (i) human dignity, self-determination, privacy, security,
democracy, justice and solidarity, sustainability, and further goes on with more detailed recommen-
dations concerning data and algorithmic systems, including a reference to the Canadian algorithmic
impact assessment. The report nevertheless concludes that "regulation is necessary, and cannot be
replaced by ethical principles, [...] in particular in the areas with high implications for fundamen-
tal rights that require the central decisions to be made by the democratically elected legislator.”
(German Ministry of Justice and Consumer Protection, 2019[7])

Andreas Hartl underlines that fears are driven by the potential power of Al on human lives, in
particular fuelled by depictions in science-fiction on the evolution to a sort of ’superintelligence’.
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In its present form the term ’artificial intelligence’ may be misleading, since Al is capable in single
tasks, not intelligent in the multiple ways humans are. The concerns are about the tipping point
when the impact of artificial intelligence starts impacting human rights, the values of the enlight-
enment, and ethical codes more broadly. We need a discussion: can we accept that a machine
does something which is not totally explainable? In some fields this may be socially acceptable, in
others not. The bottom line, as underlined by Hartl, is that a machine cannot substitute the demo-
cratic will of the people, and therefore in the political sphere, decisions need to be democratically
legitimated. Such decision making can be complemented and assisted by machines (e.g. forecasts
of migration movements, natural disasters), but the final legislative decision must remain under
democratic control, and cannot be replaced by machine learning.

Conclusion

This conference session discussed the promises of artificial intelligence to assist humans in
numerous applications and situations, including the current pandemic situation. The power of
the technology has a potential to drive innovation, contribute to tackling global challenges and
significantly improve societal well-being in general.

Participants discussed its disruptive nature and the formidable challenge to policy makers.
Most of the discussion focused under the umbrella title of ethics, but they span very different issues
of human-centered values, fairness, transparency, explainability, and many more. Other challenges
include employment, education, SME policy, enabling environment, access to data and computing
technology.

Responses by governments were also discussed with a particular focus on national strategies,
whose main pillars are oriented toward knowledge creation through Al research, knowledge dif-
fusion through linkages to the private sector, development of human capital which will underpin
the development of the sector, and a strong values, ethical and regulatory framework to create the
conditions for the development of trustworthy Al.

In a world of finite resources, discussants concluded that one cannot apply very stringent
requirements to all Al decisions, and there is clearly a need to require more transparency, explain-
ability and robustness from systems which have the greatest impact on human lives. Therefore an
approach based on algorithmic impact assessment seems reasonable. Such an approach needs to
be further developed and standardized.
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