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1. Introduction

The Large Hadron Collider at CERN, Geneva, is a 26.7 km longutar accelerator [1]. It
is based on a superconducting two-in-one magnet designantiinget beam energy of 7 TeV. It
features 8 straight sections: 4 Interaction Regions (IRs}eserved for accelerator equipment and
4 house particle physics experiments: the two high lumtgiasiperiments ATLAS and CMS, the
medium luminosity experiment LHCb and the low luminositpeximent ALICE.

The LHC was first operated with beam for short periods in 2008 2009. In 2010 a first
experience with the machine was gained at a beam energy ®&%,%nd moderate beam intensity
(up to~200 bunches of .1 x 10 p per bunch, or ppb). In 2011 the beam intensity was pushed to
~1400 bunches of.4 x 10! ppb while 2012 was dedicated to luminosity production witjhler
bunch intensities (6 x 10*! ppb) and a beam energy of 4 TeV. In early 2013 beam operatisn wa
stopped for a 2-year long shutdown (LS1) to consolidate thgmat interconnection in view of
reaching the design beam energy.

Beam operation resumed in 2015 at 6.5 TeV following a dip@aing campaign that took
place at the end of LS1 [2]. The LHC experiments expressetbagpreference for beams with
25 ns bunch spacing, as opposed to the 50 ns spacing usedli¥2Q02, as this would result in
a too high number of inelastic collisions per crossing (pi. On the machine side 25 ns beams
pose additional challenges. Given the number of new teiggdiad to be explored, 2015 became a
learning year dedicated to preparing the machine for faflihosity production in 2016-2018, with
the aim of collecting over 100 fid until the end of 2018.

2. Luminosity and LHC parameters

The event ratelN/dt of a physical process with a cross-sectiop is proportional to the

collider luminosity.#
dN

dt
that can be expressed in terms of machine and beam paramag{8is
2 2
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Here k is the number of colliding bunch pair§\ the particle population of each bunch,=
1125 kHz is the LHC revolution frequency. For round beams atitieraction point (IP) the
beam sizes in the horizontal and vertical plarjeand oy are identical, andr; oy = 3*¢/y where
B* is the betatron function at the interaction point (IP)is the normalized emittance (indepen-
dent of energy) and is the usual relativistic factorF (< 1) is a reduction factor to account for
geometric luminosity reductions due to the presence okargsangles at the IP.

The proton beam parameters are defined by the LHC injectan.chighe minimum bunch
spacing of 25 ns defines the maximum vakue- 2808 . The bunch intensity is limited t&
2—3x 10 ppb for isolated single bunches anckd..3 x 10 ppb for 25 ns bunch spacing, while
the beam emittances range betweand and 3.5um.

To avoid encounters in the roughly 100 m long vacuum chantizri$ shared by both beams
around each experiments, a crossing angle is introduceldeatdllision point. Depending on
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bunch intensity, bunch spacing and energy, the full crgsamgle varies between 200 to 4Qéad
for the two high luminosity experiments. The minimum sefiarabetween the beams should
correspond tex 9-10 beam sizes to avoid issues with the long range beam-lrgaractions [4].
A consequence of the crossing angle is a reduction of thenlosity due to the geometric overlap
of the beamsk- ~ 0.60 in 2018.

The minimum value of3* is defined by the mechanical aperture of the quadrupolesdrie
IPs, the crossing angle and the required margin betweereta bhalo and the apertur@: could
be lowered progressively over the years as the understodithe LHC machine improved.

3. Overview of LHC Run 2

3.1 Operation in 2015

The year 2015 was dedicated to establishing operation aed/Jer beam and with standard
25 ns bunch spacing [1]. The first three months were dedidatethgnet powering tests and the
magnet training campaign to establish a reliable and reqible magnet performance at magnetic
fields equivalent to 6.5 TeV beam energy. The beam commisgjomas accomplished using the
50 ns bunch spacing to avoid electron cloud effects durirgitfitial period. By mid-July 2017,
following an electron cloud scrubbing run, operation shéd to 25 ns bunch spacing, initially
with a reduced number of bunches to limit the total intenaitgd stored energy. The beam intensity
was ramped up until the end of the year by increasing step-thissnumber of bunches injected to
2244 bunches per beam. Despite the prolonged periods ole-strubbing, the intensity ramp up
was mostly limited by the heat load induced on the cryogeystesn [5].

3.2 Operation in 2016

In 2016 only 4 weeks were required for the beam commissiotiiagwas directly followed
by an intensity ramp up and luminosity production using tiaadard 25 ns bunch spacing. From
Fig. 1 one can perceive that this was also the first year wilfstamtial luminosity production.
On 26 June the LHC attained its design luminosity of 103**cm~2s 1. In parallel, the injector
chain prepared a high brightness 25 ns beam, based on a Batgbr&ssion Merging and Splitting
(BCMS) scheme [6]. The LHC used this beam successfully fodpction, resulting in a transverse
emittance at the start of collisions of only (En. In combination with a reduction of the half
crossing angle from 18pirad to 140urad in September led to a further increase of the peak
luminosity, as can be observed in Fig. 1, with a record peakrasity of 14 x 10**cm2s71. In
August an intermittent inter-turn short circuit was obsehin one of the dipole magnets in half
cell 31 left of IP2 (31L2) that is part of Sector 1-2, one of #hight sectors that constitute the
LHC. Despite this issue, luminosity production continubdt the decision was taken to replace
the magnet during the upcoming winter shutdown. The prolysipes run ended on a very positive
note with 40 fo'! of integrated luminosity for ATLAS and CMS. The LHC contirlieunning
successfully for another 4 weeks with proton lead collision

3.3 Operation in 2017

Following the magnet replacement in Sector 1-2, requiriagming up and cooling down the
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Figure 1: Evolution of the LHC peak luminosity (ATLAS/CMS experimshbetween 2011 and 2018. The
green dashed line represents the design luminosity.

3 km-long sector, the re-commissioning of the circuitsuideld a long list of additional tests to be
performed on the sector that underwent the thermal cycle.

The first beam was injected on 29 April and first collisionshwat few bunches were estab-
lished 4 weeks later. Subsequently a period with interl@éa@nmissioning and intensity ramp up
followed. Before reaching 2556 bunches in stable beamdyralone-week scrubbing run was per-
formed to reduce the secondary electron emission yieldeob#tam screen, hence the production
of electron clouds in the sector that had been warmed up.

Already during beam commissioning, abnormal and suddemHbeases, some leading to
beam dumps, were observed in the beam vacuum for both bedheslavel of a magnet intercon-
nect of half-cell 16 left of IP2 (16L2). It was realized mueitdr that these losses were induced by
an accidental inlet of air into the beam vacuum with the beear@es at 20 K, following the magnet
replacement [7, 8]. In August a beam screen flushing was pteginwhere the beam screen is
warmed up from its usual 20 K to 80 K with the aim to evaporabzdn gas and condensate it on
the surrounding cold bore, out of the sight of the beam. Unfately this operation did not suc-
ceed. Since the loss mechanism was suspected to be influanessttron cloud, the LHC injector
chain produced the 25 ns 8b4e beam that was used in the LHCSeptémber. The 8b4e beam
structure consists of eight bunches spaced by 25 ns folldyddur empty buckets. This results
in 1916 bunches per beam and suppresses the electron clodicpon drastically thanks to the
many empty slots in the beam. Once proven successful inatiitig the 16L2 issue, this scheme
was further enhanced in the injectors. The main beam paessn&ir these beams that allowed
efficient luminosity production, despite the 16L2 issue, given in Table 1.

Following further measurements and studies on the availapérture it was decided to re-
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Figure 2: Evolution of the yearly LHC integrated luminosity (ATLASKECS experiments) between 2011
and 2018, with 66 fb' delivered in 2018.

duce theBtron-function at IP1 and IP5 from 40 cm to 30 cm. This resultad2 November in a
new luminosity record of D6x 10**cm 2s~1. The number of inelastic collisions per bunch cross-
ing (pile-up) in the experiments ATLAS and CMS was beyond dbeeptable, consequently the
instantaneous luminosity was levelled t& % 10**cm—2s™1, using levelling by beam separation.
The 2017 proton physics run that was hampered by the 16L& reseertheless ended with a record
integrated luminosity of 50 fb'.

3.4 Operation in 2018

To resolve the 16L2 issue sector 1-2 was warmed up to 90 K gluhie 2017-2018 winter
shutdown, allowing the evacuation of about 7 litres of gasi&e oxygen and nitrogen, but not of
the water vapour which was estimated to be 0.1 gram per beenura[7].

The first beam was injected on 30 April and first collisionshaat few bunches were estab-
lished 3 weeks later. Subsequently, a period with inteddasommissioning and intensity ramp up
followed, with the maximum of 2556 bunches achieved early Ma&o weeks ahead of schedule.
During the intensity ramp-up, beam losses induced by 16ltBoagh much lower than in 2017,
where present and closely monitored. These beam lossed twe types: firstly a steady-state
or constant beam loss that depends on the total number aflparmper beam. This beam loss is
mitigated by a special solenoid that was installed durirggecond half of 2017 [7]. Secondly,
erratic beam loss spikes that add to the steady-state Jggsestially surpassing the dump thresh-
old. These spikes were “conditioned away”, allowing rumgninith the 2556-bunch BCMS beam
in 2018, despite some occasional beam dumps. The 2018 bysics run ended on 24 October
and accumulated 66 3 of integrated luminosity for ATLAS and CMS.
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The year ended with a 24-day lead-lead ion run at 6.37 TeV lw@ryy.

4. Performance overview

The LHC machine and beam parameters are summarised in Tabhe1.HC machine avail-
ability for stable collisions was 35% in 2015 and 50% betw2@h6 and 2018. Fig. 1 presents the
increase of peak luminosity over the years, but also theeterg slope of the luminosity ramp up
between 2015 and 2018, indicating efficient re-commisemiaind fast intensity ramp up. The de-
sign luminosity of 1x 103*cm—2s~1 is indicated by the green line and was passed for the first time
in 2016. The LHC peak luminosity at 6.5 TeV is limited402.2 x 103**cm~2s~* by the cryogenic
cooling capacity of the LHC interaction region quadrupolEse yearly integrated luminosity plot
for the years 2011 to 2018 is given in Fig. 2. One can cleadirdjuish the commissioning years
2011 (Run 1) and 2015 (Run 2) from the production years 2002622017 and 2018. The in-
tegrated luminosity evolution is presented in Fig. 3, thaltoitegrated luminosity reached over
160 fb~! for Run 2 and almost 200 fd for the total 2010-2018.

Table 1: Beam and machine parameters for collisions in 2012, 20167 26d 2018 compared to the design.

Parameter Design 2012 2016 2017 2018
beam energy [TeV] 7 4 6.5 6.5 6.5
bunch spacing [ns] 25 50 25 25 25
B* CMS/ATLAS [cm] 55 60 40 40/30 30-25
crossing anglegirad] 285 290 370/280 300-240 320-260
bunch populatioN [10* ppb] 1.15 1.65 1.1 1.15 1.15
normalized emittance [um] 3.75 25 2.2 2.2 2.0
number of bunches per rirg 2808 1374 2220 2556 2556
peak luminosity L [16*cm2s 1] 1 0.75 1.4 2.05 2.01
peak average event pile-yp ~20 ~35 ~ 50 ~ 55 ~ 60
peak stored energy [MJ] 360 145 270 320 340

5. Performance challenges

5.1 Electron clouds

Since the start of LHC operation with bunch trains electmud$ (e-clouds) form one of the
main performance limitations for the LHC. These e-cloudssedransverse emittance blow up and
are able to trigger beam instabilities, causing beam lo$seslidition their production puts a large
constraint on the cryogenic system as they form a major safroeat load on the beam screen [9].
For areason that is not understood four LHC arc section ptése e-ecloud activity and heat load,
while four others exhibit high activity, with up to twice Hhigr heat load. The production of e-cloud
is very sensitive to the secondary electron emission yietil@beam screen surface. Experience
has shown that the surface of the beam screen can be coeditlpnexposing the surface for
prolonged period to high rates of e-cloud. In practice, atdtart of a yearly run and once the LHC
is sufficiently commissioned to house a large number of beset low energy, a scrubbing run ois
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Figure 3: Evolution of the LHC integrated luminosity (ATLAS/CMS exjraents) between 2011 and 2018,
30 fb~! have been delivered in Run 1 and just over 160'im Run 2

scheduled to re-establish conditions that allow to acatdesafely a full machine to high energy
for collisions. The duration ranges from-12 days (no intervention on the vacuum) to around one
week when large sectors of the vacuum system were exposéd to a

5.2 Fast beam loss events

Fast loss events, nicknamed Unidentified Falling Objects@k), have been observed at the
LHC since 2010 [10]. The loss duration is in the millisecomde range, and UFOs are believed
to be due to dust particles falling in the vacuum chamber atetacting with the beam, creating
particle showers that deposit energy in the magnets anditbahen detected by the Beam Loss
Monitors (BLM). They may affect machine availability, agtimost intense ones can trigger a beam
dump by the BLM system, or initiate a magnet quench.

Following the long shutdown UFO rates in 2015 were as highGag®events per hour, and
decreased with beam timeofditioning) to ~10 events per hour [11]. They caused 22 beam
dumps including 3 beam-induced quenches in 2015. Thelisitiategy was to prevent if possible
all UFO-induced magnet quenches [12], but it was realize2Ditb that most of the UFOs events
leading to beam dumps would not have caused quenches. Tépslihy changed and the BLM
thresholds were increased to allow a few UFO-induced quesphkr a year. A further increase was
put in place in 2016, while the UFO rates presented contiboiedme down to around 2 UFOs per
hour [13]. The dump numbers decreased to around 5 dumps & 201

5.3 Luminosity levelling

Luminosity levelling is generally applied to reduce the rin@mof inelastic collisions per bunch
crossing when the instantaneous luminosity is too highs flas been done routinely for the two
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Figure4: Example for the luminosity evolution of the ATLAS, CMS and CH experiments in a typical fill
of the 2018 run. The luminosity of LHCb is levelled by beamasgpion. The upward steps of the ATLAS
and CMS luminosities in the second half of the fill are du@tdevelling.

low luminosity experiments ALICE and LHCb since 2011 to ntain a stable low luminosity.
When the achieved peak luminosity also exceeded the pilanitpof ATLAS and CMS in 2017,
levelling by beam separation was applied for those expetisne

As a result of luminosity burn-off during collisions the ssing angles anf3-functions can
be reduced during the fill, increasing the instantaneousniosity [14, 15]. This anti-levelling
scheme has been developed, tested and validated durincatistimachine development (MD)
sessions and deployed in steps. In the second half of 201antivevelling by reducing the half
crossing angle from 15frad in three steps to 12@rad was deployed operationally. In 2018 the
steps were removed and a continuous crossing angle aatiihgy based on the dynamic aperture
evolution is used. In additiofi* anti-levelling was added to reduce tBe* from 30 cm to 25 cm
in two steps, see Fig. 4. Both anti-levelling schemes irsgdhe luminosity production with a few
percent, but the gain in operational experience is also wepprtant for the the upcoming Run 3
and the LHC high luminosity upgrade (HL-LHC) [16].

6. Outlook

Following the upcoming long shutdown 2019-2020, the LHQ td prepared to operation at
7 TeV beam energy. This expected to require a two to threelmong training quench campaign
with over 400 training quenches of the main dipole magnetsing the same shutdown the LHC
injectors will undergo a major upgrade to push the buncmaitg in the LHC to 18 x 10! protons
per bunch for the years 2022-2023. With such high bunch otsri¢ will be possible to level
the LHC luminosity around & 10%*cm~2s1 for 8 to 20 hours depending on the exact machine
configuration. This opens a window to produce 100fper year by 2023. A detailled study is
underway, a report on operation during this Run 2 is in prejan.
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