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Monte Carlo methods cannot probe far into the QCD phase diagram with a real chemical potential,
due to the famous sign problem. Complex Langevin simulations, using adaptive step-size scaling
and gauge cooling, are suited for sampling path integrals with complex weights. We report here
on tests of the deconfinement transition in pure Yang-Mills SU(3) simulations and present an
update on the QCD phase diagram in the limit of heavy and dense quarks.
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1. Introduction

The lattice formulation of QCD, in Euclidean spacetime, has enabled computer simulations of
a wide variety of non-perturbative effects, such as hadron masses, decay constants and the thermal
transition to the quark-gluon plasma. A full thermodynamical picture of QCD requires, however,
non-zero density as well, as sketched in Figure 1.
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Figure 1: Sketch of the possible QCD phase diagram.

It is known that combining an Euclidean path integral with a non-zero chemical potential leads
to the so-called sign problem, i.e., to a complex probability weight. This leads to an exponentially
hard overlap problem, which can be further worsened by numerical imprecisions.

In QCD this behaviour is due to the quark determinant, after the quark fields have been inte-
grated out

[detM(U,µ)]∗ = detM(U,−µ
∗) , (1.1)

where U generically represents the gauge links and µ is the quark chemical potential.
Standard Monte-Carlo based methods can still be used in situations where the sign problem

is considered “mild” using different techniques such as reweighting and Taylor expansion [1],
however they cannot probe reliably regions where µ/T & 1.

2. Complex Langevin Equation

The Complex Langevin method [2, 3, 4] is an extension of Stochastic Quantization [5]. The
latter consists of reproducing quantum expectation values as averages over a random walk by evolv-
ing the dynamical variables in a fictitious time θ using a Langevin equation,

Uxµ(θ + ε) = RxµUxµ(θ) , Rxµ = exp
[
iλ a(εDa

xµS+
√

εη
a
xµ)
]
, (2.1)

where Uxµ are the gauge links, λ a are the Gell-Mann matrices, ε is the stepsize, ηa
xµ are white noise

fields satisfying
〈ηa

xµ〉= 0 , 〈ηa
xµη

b
yν〉= 2δ

ab
δxyδµν , (2.2)

S is the QCD action including the logarithm of the fermion determinant and Da
xµ is defined as

Da
xµ f (U) =

∂

∂α
f (eiαλ a

Uxµ)

∣∣∣∣
α=0

. (2.3)

In our simulations the stepsize is changed adaptively, based on the absolute value of the drift term
Da

xµS, in order to avoid numerical instabilities [6]. Quantum expectation values are computed as
averages over the Langevin time θ after the system reaches equilibrium.
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In order to deal with the sign problem we allow the gauge fields to be complex themselves.
This results in enlarging the group SU(3) to SL(3,C). In this context the gauge action is kept holo-
morphic by replacing U† for U−1. With these modifications the Wilson action and the plaquette,
respectively, become:

S[U ] =−β

3 ∑
x

∑
µ<ν

Tr
[

1
2
(
Ux,µν +U−1

x,µν

)
−1

]
, Ux,µν =UxµUx+µ,νU−1

x+ν ,µU−1
xν . (2.4)

Because of the extra degrees of freedom in SL(3,C), which is a non-compact manifold, the
system might follow a trajectory where the imaginary parts of the gauge fields are no longer small
deformations compared to the real ones. As a measure of how far from the unitary manifold the
system is we measure the “distance”1

d =
1

3Ω
∑
x,µ

Tr
[
UxµU†

xµ −1
]
≥ 0 , (2.5)

with Ω being the lattice four-volume and equality only holding if Uxµ is unitary. To prevent the
system from going too far from SU(3) we use the gauge cooling technique [7], which consists of
gauge transformations constructed to push the system as close as possible to the unitary manifold
in a steepest descent fashion. In other words,

Uxµ → e−εαλ a f a
x Uxµ eεαλ a f a

x+µ , f a
x = 2Tr

[
λ

a
(

UxµU†
xµ −U†

x−µ,µUx−µ,µ

)]
, (2.6)

where α , similar to ε , is changed adaptively based on the absolute value of f a
x [8]. These transfor-

mations act orthogonally to the unitary submanifold seeking the configurations closest to it that are
SL(3,C) gauge equivalent to those generated by the Langevin evolution.

Recent works include first simulation of full QCD [9] and comparisons with the hopping ex-
pansion to all orders [10] and multi-parameter reweighting [11]. Various discussions regarding the
role of the pole of the determinant in the Complex Langevin process include [12, 13, 14].

3. Tests

In order to test the aforementioned methods we investigated the range of validity of Complex
Langevin with gauge cooling, as function of the gauge coupling, and sought to reproduce the
deconfinement transition in pure Yang-Mills models and compare our results to the literature [15].
The simulations were done in the range 0.5 ≤ β ≤ 6.5 with an adaptive number of gauge cooling
steps between each Langevin update. If the change in the distance d was less than a prescribed
value cooling would cease.

Figure 2 shows, in a wide range of β values, the susceptibility of the traced Polyakov loop,

P~x =
1
3

TrP~x , P~x =
Nτ−1

∏
τ=0

U4(~x,τ) . (3.1)

The susceptibility peaks at the transition point, indicating deconfinement and breaking of centre
symmetry.

1For U(1) theories it is necessary to include a term of the form (UU†)−1 to ensure d ≥ 0. For SU(N) this is not
necessary since detU = 1.
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Figure 2: Polyakov loop susceptibility as a function of β for pure Yang-Mills simulations at volumes of
123×3 and 163×4. The vertical line indicates a reference value for the deconfinement transition.

The plots show that this range can be simulated without any problems, in agreement with
expectations. The peaks of susceptibility are clearly visible and coincide with the known values
indicated in the figures.

4. Results

The heavy-dense approximation of QCD (HDQCD) [16, 17] is obtained by neglecting the
spatial fermion hoppings, but treating the temporal part exactly:

detMHD(U,µ) = ∏
N f

∏
~x

{
det
[
1+(2κeµ)Nτ P~x

]2
det
[
1+
(
2κe−µ

)Nτ P−1
~x

]2
}
, (4.1)

where N f is the number of degenerate quark flavours and Nτ is the temporal extent of the lattice. For
a study including higher order terms in the hopping expansion, combined with a strong coupling
(β → 0) expansion, see [18].

We have analysed the behaviour of the spatial plaquette for different gauge couplings β as a
function of the chemical potential around µ2 ≈ 0: for µ purely imaginary (µ2 < 0), there is no sign
problem, while for µ2 > 0 the sign problem is present. This served as a consistency check for the
methods described above since the plaquette should be continuous in the vicinity of µ2 = 0.

The simulations have made use of periodical re-unitarisation of the gauge links for µ2 < 0 and
gauge cooling for µ2 > 0. Our results are shown in figure 3 along with linear fits. Figure 4 zooms
in closer to µ2 ≈ 0 for β = 6.2 and 6.0, where it is clear that the data points are compatible with
the linear fits, evidentiating the plaquette’s continuity.

Figure 5 provides an example of a situation where gauge cooling cannot prevent the distance
d from rising. We can see that if d becomes of O(1) the observables exhibit a “jump” to another
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Figure 3: Real part of the plaquette as a function of µ2 with linear fits in the heavy-dense approximation for
different gauge couplings. The µ2 < 0 region had the links periodically re-unitarised.
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Figure 4: Real part of the plaquette as a function of µ2 in the heavy-dense approximation for β = 6.2 and
6.0, together with linear fits and error bands. The µ2 < 0 region had the links periodically re-unitarised.

equilibrium value. It is clear that this other limit is wrong as it is not compatible with the value
from re-unitarised runs in the region the plaquette should be continuous.

5. Conclusion

We have seen that simulations using Complex Langevin equations together with gauge cooling,
despite being constructed to tackle the sign problem, also work for real theories. In that situation
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Figure 5: Distance from the unitary manifold and real part of the plaquette as functions of the Langevin
time for different chemical potentials at β = 5.4.

the deconfinement transition was successfully reproduced for two different lattices without need
for re-unitarisation of the gauge fields, usually employed because of numerical round-off errors.

When the sign problem is present this method avoids numerical instabilities, because of adap-
tive stepsize and cooling parameter, and runaway trajectories where the system would drift far into
the non-compact directions of SL(3,C), due to adaptive gauge cooling. It gives consistent results
around µ2 ≈ 0, when transitioning from imaginary chemical potential (where no sign problem is
present and the probability weight is real) to real µ . In this situation the plaquette’s expected conti-
nuity is verified. Care must be taken at lower β values where gauge cooling is not able to keep the
system close to the unitary manifold.

In summary, our tests show that Complex Langevin with gauge cooling is capable of dealing
with pure Yang-Mills and HDQCD simulations, despite the sign problem. A full study of the
phase diagram of HDQCD will be presented elsewhere [19, 20]. Dealing with potential issues that
may arise around phase transitions in simpler models will certainly lead to better understanding of
similar matters in the complete theory. The obvious next step is the extension to full QCD [9].
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