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1. Introduction

Inclusive cross sections of hard processes in high enerdyhi& and nuclear collisions
are computable using the collinear factorization theorér@®@D, Opghix = 3 | fiA(xl,Qz) ®
ij(xz,Qz) ® 0ij—h+x- In these computations the short-distance pieces, the edjymrturbative
QCD (pQCD) matrix elements, are containedij_x. The long-distance nonperturbative input
is included in the universal process-independent partstillition functions (PDFs){A(x,Q?),
which depend on the momentum fractiwoarried by the colliding partoi the factorization scale
Q, and the typ&A of the colliding hadron or nucleus. Once the PDFs are knovamanitial scale
Qo > Nqcp, the DGLAP equations [1] predict their behaviour at othar(prbative) scales.

In the global analysis of PDFs, the goal is to determine théBi&evolving PDFs in a model-
independent way on the basis of constraints offered by theraies for momentum, baryon num-
ber and charge conservation, and in particular by multinfdeard QCD-process data in hadronic
and nuclear collisions. The global analysis becomes, heweumbersome already on hadronic
level, since the data from which the PDFs are to be determdoatbt lie along constant scaleg
in the (x, Q%) plane. Furthermore, the kinematical ranges of the data tifflerent measurements
often do not overlap and the precision of the data may varytltese reasons, the global analysis
of the PDFs usually proceeds with the following stefi¥:Choose a suitably flexible functional
form for the PDFs, expressed in terms of several enough litbnanany parameters at an initial
scaleQg ~ 1 GeV. Use sum rules to reduce the number of parametéjsEvolve the PDFs to
higher scales according to the DGLAP equatiofis) Compare with the hard process data avail-
able, compute overa}? to quantify the quality of the obtained fifiv) Iterate the initial parameter
values until a best (local) minimum ¢f in the multi-dimensional parameter space, a best fit, is
found.

The global analyses carried out by the MRS group [2] and byGREQ collaboration [3]
have been quite successful in pinning down the PDFs of tleepiireton at the next-to-leading order
(NLO) level of pQCD, and the analysis there is now movingadseto the NNLO level. For the
nuclearPDFs (nPDFs), three groups have so far presented resutisafgiobal analysis:

e EKS98[4, 5] was the first global analysis performed for the nPDHRssTeading-order (LO)
analysis demonstrated that the measured cross sectiahsdpinelastic lepton-nucleus scat-
tering (DIS) and for the Drell-Yan (DY) dilepton production proton-nucleus collisions,
and in particular the lo@?-slopes ofFZS”/FZC can all be reproduced and the momentum and
baryon number sum rules required simultaneously withirxx@¢ AP framework. The orig-
inal data fitting iInEKS98was, however, done by eye only.

e HKM [6] andHKN [7] were the first nPDF global analyses wjR minimization automated
and also uncertainties estimated. The nuclear DY data warincluded inHKM but were
added inHKN. These analyses were still at the LO level.

e nDSJ[8] was the first NLO global analysis for the nPDFs.

The main goals of the global reanalysis of nPDFs which we hagently performed in [9]
and discuss in this talk, can be summarized as follows: Astai@ improvement over thEKS98
we now automate thg? minimization. We check whether the already good fits obthindEKS98
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could yet be improved. We now also report uncertainty bandshie EKS98-type nuclear effects
of the PDFs. We also want to check whether the DIS and DY dat&dalow stronger gluon
shadowing than obtained BKS98 HKN and nDS The motivation for this are the BRAHMS
data [10] for inclusive hadron production in d+Au collisfoat RHIC which show a systematic
suppression relative to p+p at forward rapidities.

2. The framework

We define the nPDst,iA(x, QZ), as the PDFs of boungrotons By nuclear modifications,
R-A(x, QZ), we refer to modifications relative to the free proton PDFs,

fA(x, Q%) = RA(x, @) FETEQ®H(x, @?), (2.1)

which in turn are here supposed to be fully known and whichtaken from the CTEQG6LL1 set

[11]. Above,i is the parton type and is the mass number of the nucleus. The PDFs of the bound

neutrons are obtained through isospin symmet’y"(= dP/A etc.), which is exact for isoscalar

nuclei and assumed to hold also for the non-isoscalar nubhe initial scale is the lowest scale of

the CTEQG6L1 disctributions)p = 1.3 GeV. The small nuclear effects for deuterium are neglected
As in EKS98 we consider only three different modificationst R} for valence quarksRg

for all sea quarks, anB for gluons. Further details cannot, unfortunately, be jgecsimply due

to the lack of data. Each of these ratios consists of threzepjevhich are matched together at the

antishadowing maximum at= x4 and at the EMC minimum at= x4 (cf. Fig. 1):

RE(X) = ¢+ (S} + DX [exp(—x/x) —exp( =6 /X)), x<xq (2.2)

RA(X) = ag +aix+ax +ax, X <x<xg (2.3)
bA — b

RA(X) = ﬁ X <x. (2.4)

As explained in [9], we convert the parameters into the failm more transparent set of seven
parameters,
R’f atx — 0, defining where shadowing levels off,
a slope factor in the exponential,
position and height of the antishadowing maximum,
position and height of the EMC mimimum,
slope of the divergence G@ caused by Fermi motion at— 1.

P 3585 85>
> 5>

The A-dependence of nPDFs is contained in fadependence of each parameter, taken to be of
the following simple 2-parameter form,

A_ Pt A by

2 =2 ()" (2.5)
wherez = Xs,Xa,Ya. - ., and where CarborA(es = 12) is chosen as the reference nucleus.

To reduce the number of parameters from 34 = 42 down to our final set of 16 free pa-
rameters to be determined Iy minimization with the MINUIT routine [12], we impose baryon
number and momentum conservation, and fix the initial largiion and sea quark modifications
(which in practice remain unconstrained)R. Lots of manual labour was still required for finding
converging fits, starting values and ranges for the 16 frggmfameters.
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3. Reaults

The data sets against which the best fit was found, are the &@&fibm NMC [13, 14, 15, 16]
FNAL E665 [17] and SLAC E-139 [18], and the DY data from FNALEZ[19] and FNAL E866
[20]. For the availablé\-systematics and other details, consult Table 1 ik.[9]

The obtained parameters corresponding to the best fit forsmghmwn in Table 1. The good-
ness of the fit wag? = 41015 for N = 514 data points and 16 free parameters, which corresponds
to x2/N = 0.80 andy?/d.o.f. = 0.82.

| Param.| Valence Sea Gluon
1 Yo baryon sum  0.88909 momentum sum
2 Py, | baryonsum -8.03454E-02 momentum sum
3 Xs 0.025 () 0.100 () 0.100 ()
4 P, | O, fixed 0, fixed 0, fixed
5 Xa 0.12190 0.14011 as valence
6 Px. | O, fixed 0, fixed 0, fixed
7 Xe 0.68716 as valence as valence
8 Px. | O,fixed 0, fixed 0, fixed
9 Ya 1.03887 0.97970 1.071)(
10| py, 1.28120E-2 -1.28486E-2  3.150E4d (
11 Ve 0.91050 as valence as valence
12| py. | -2.82553E-2 as valence as valence
13 B 0.3 as valence as valence
14 Pg 0, fixed as valence as valence

(u) upper limit; () lower limit;

Table 1: The obtained final results for the free and fixed parametdisidg the initial modificationsx,

RS andR2 at Q% =1.69 Ge\2. The powersy; define theA-dependence in the form of Eq. (2.5), the other
parameters are for the reference nucléus 12. Parameters which drifted to their upper (u) or lower (I)
limits are indicated, see [9] for details.

The obtained initial nuclear modifications@§ = 1.69 Ge\? are shown in Fig. 1 for selected
nuclei. Figs. 2-4 show the obtained good agreement with #8dnd DY data. The computed
results are shown with filled symbols, the data with open orfes further details, consult the
figure captions.

We obtain uncertainty estimates for the initial nuclear ifications using the Hessian error
matrix output provided by MINUIT (for details and refs., sagain [9]). These bands are denoted
as "Fit errors" in Fig. 5. To obtain physically more releviargex errors forRé and Ré which in
the x? analysis were fixed t&) at largex, we keep their smabk-parameters fixed and release the
largex parameters for eadR® at the time. This results in the "Largeerrors" shown in Fig. 5. The
estimated total errors are then the yellow bands.

LCorrection: NMC 96 data for Sn/C, used in our reanalysisykhappear in Table 1 of [9] as well.
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Figure 1: Initial nuclear modificationsX} (solid lines), Rg (dotted lines),Rg (dashed lines) an&g, =
1FA/3R,P (dotted-dashed lines) féx= 12, 40, 117 and 208 as a functiomoft Q% = 1.69 Ge\2.
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4. Conclusions from global reanalysis

The total error bands in Fig. 5 demonstrate where and to whahethe available DIS and
DY data constrain the nuclear modifications: the valencekguaverage modification®) are
rather well, and independently of the functional form chpsender control over the whobe
range, and so are the sea quarkg at0.01— 0.1. At largerx, sea quarks and gluons are badly
constrained. Gluons are constrained around the regior0.03 — 0.04 whereRg(x,Q3) ~ 1: If
gluon shadowing (see Fig. 1)xat 0.01...0.03 were clearly stronger than that of sea quarks (which
in turn is constrained by the DIS and DY data through the DGleABlution), then the lo@?-
slopes caused by the DGLAP evolution@g would become negative [21], and this would be in a
clear contradiction with the NMC data for ti@ dependence in Fig. 3. Thus, the three smabtest-
panels in Fig. 3 serve as the best constraint one currentinsbfrom DIS for nuclear gluons. At
smallerx, where no high@? DIS data exist, again both sea quark and gluon modificaticmbaxly
constrained and remain specific to the parametric form cho$eerefore, the uncertainty bands
given in Fig. 5 are to be taken as lower limits for the true utzieties.

Regarding the gluon shadowing in Fig. 1, we should also esipaahat like inEKS98the sea
guark and gluon shadowings become the same by construetioer than as a result of unbiased
X2 minimization: As the DIS data practically only constraingans atx ~ 0.03— 0.04, momen-
tum conservation alone is not able to fix the height or locatibthe antishadowing peak % in
such a way that a clear enough minimumyifiwould be obtained. Therefore, and also to test the
EKS98framework, we set the limits of, and py, such thatRg ~ R§ atx — 0. We nevertheless
observed that th@? minimization tended to decrease the amount of gluon (dratswing rather
than support a stronger (anti)shadowing. We have alsodtéisé if we keep the negligible gluon
modifications atx ~ 0.03— 0.04 but double the gluon shadowingat 0.01 (Fig. 5, the green
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Figure2: Left: The calculate®?, (x, Q%) = 2F"/3R.P (filled symbols) against the data from SLAC E-139
(triangles) [18], E665 (diamonds) [17] and NMC (squares eincles) [13, 14]. The asterisks denote our
results calculated @3 whenQ? of the data is belovd3. Right: Comparison with the SLAC E-139 data
[18] at different fixed scales.

line) the overall quality of the fits is not much deterioratgd/N = 0.95, even if the quark sector
is not changed at all and no furthg? minimization is made. This demonstrates that the indi-
rect constraints given by the DIS and DY data and the momestum rules forRg are not very
stringent, and that further constraints are certainly semey for pinning down the nuclear gluon
distributions.

Table 2 summarizes the? values obtained in the previous global analyses for the #PDF
A more detailed comparison is presented in [9]. We conclugke that the oldEKS98analysis
resulted in a fit whose quality is as good as in the automatetyses of the present work [9], and
also that the¢?/N we obtain is close to that inDSand somewhat smaller thankKM andHKN.
Note, however, that the data sets included in each analgesisoa identical. Interestingly, the NLO
analysis ohDSseems to give the begf /N so far.

Based on Fig. 5 and on the equally good overall quality of tiseothtained, we also conclude
that the oldEKS98results agree quite nicely with our results from the aut@ehgf minimization
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Figure 3: Left: The computed ratio;}FzA/lizeC (filled squares) and the NMC data [15] (open squares).
Right: The calculated scale evolution (solid lines) of the reﬁ@"/cm against the NMC data [16] for
various fixed values of. The inner error bars are the statistical ones, the outes @pFesent the statistical
and systematic errors added in quadrature.

[9]: see the red lines fOEKS98in Fig. 5. Thus, there is no need for releasing a new LO parame-
trization for the nPDFs, th&KS98works still very well. To improve our analysis in the future,
however, we plan to include RHIC d+Au data (see the discadssébow) as further constraints and
also eventually extend the analysis to NLO pQCD.

Set Ref. Q3/GeV? Ngata Nparams X2  X?/N  x?/d.o.f.
This work  [9] 1.69 514 16 410.15 0.798 0.824
EKS98  [4] 225 479 -  387.39 0.809 -
HKM [6] 1.0 309 9 546.6 1.769 1.822
HKN [7] 1.0 951 9 1489.8 1.567 1.582
nDS LO [8] 0.4 420 27 316.35 0.753 0.806
nDS NLO [8] 0.4 420 27 300.15 0.715 0.764

Table 2: The overall qualities of the fits obtained in different glbbaalyses of nPDFs.
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Figure 4. Left: The computed LO DY ratio (filled squaresdoP?/dQdx,)/(daPP/dQ@Pdxy)
against the E772 data [19] (open squaresRight: The computed LO DY ratio (filled squares)
(doPA/d@dx)/(doPP/dQPdx;) compared with the E866 data [20] (open squares) as a funofion
at four different invariant-mas€®) bins.

5. Stronger gluon shadowing?

Further data sets to be included in the global analysis offsPiD the future, are provided
by the d+Au experiments at RHIC. Figure 6 with BRAHMS data] [4l8ows the ratio of inclusive
pr distributions of hadrons at different pseudorapiditiesl4#u collisions at,/s= 200 GeV over
those in p+p collisions. The corresponding QCD-factoriz€dcross sections are of the form

ohBX = % fA(x1,Q) @ (%2, Q) ® 0" M @ D_pyx (2. Q1) (5.1)
j

with h (k) labeling the hadron (parton) type. The fragmentation fionstDy_.h.x (z, Qf) we take
from the KKP LO set [22]. We set the factorization scalgandQ; to the partonic and hadronic
transverse momentum, correspondingly, and defiaeey, /Ey as the fractional energy.

To test the sensitivity of the computed inclusive crossigestto gluon shadowing, we com-
pute the cross sections by taking the nuclear modificatibfDés fromEKS98and from present
analysis supplemented with the stronger gluon shadowirkign5. Note, however, that the sys-
tematic error bars in the BRAHMS data are large, and alsoahtte largest rapidities the data
stand for negative hadrons only, while the KKP gives an ayeha + h~, and that we have not
tried to correct for this difference in the computation. myaase, the largg- BRAHMS data
seems to suggest a stronger gluon shadowing than the efyatieakly constrained modest gluon
shadowing obtained on the basis of DIS and DY data in the gidPAF analyses. Too see whether
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A =208, Q3=1.69 GeV?
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Figure 5: Error estimates foRA(x, Qg) for Lead. Fit errors are shown by the dashed lines. For large-
x sea quark and gluon modifications the errors shown by thedldities were calculated separately, and
the yellow bands are the total error estimates obtainedtfgetext). TheEKS98results, correspondingly
evolved downwards froanaEKS: 2.25 Ge\?, are shown by the dot-dashed red lines. An example of a
stronger gluon shadowing case is shown by the dense-daskexline.
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error bands. A pQCD calculation for™ +h~ production with theEKS98nuclear modifications and KKP
fragmentation functions is shown by the red solid lines drad with the strong gluon shadowing of Fig. 5
by the dashed green lines.
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such a strong gluon shadowing can be accommodated in the PGiafnework without deterio-
rating the good fits obtained, a careful global reanalysistpiowever, be performed. In particular,
it will be interesting to see whether changes in the gluordshing induce changes in the quark
sector in such a way that the good agreement with the meakg€d slopes in Fig. 3 could be
maintained.
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